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Blockbit XDR - Administrator´s Guide
Blockbit XDR (eXtended Detection and Response) is a cloud-based solution that uses machine learning to detect, prioritize, and respond to threats. It 
utilizes data from various endpoints and, with Artificial Intelligence based on the Mitre ATT&CK standard, provides the shortest path between detection and 
response.
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XDR - Introduction
Hello! Thank you for choosing Blockbit XDR.
This guide will assist you with the installation, configuration, and operation of the solution.
Blockbit XDR (eXtended Detection and Response) is a solution that combines various technologies to detect, prioritize, and respond to threats.

The XDR technology collects data from various network points such as servers, email, cloud environments, and endpoints. This data is analyzed and 
contextualized, allowing for threat detection. With this information, it's possible to discover the scope and impact of threats, how they entered the system, 
and what may be affected. These threats are then analyzed, contextualized, and prioritized so they can be addressed according to their level of risk.

XDR is superior to previous technologies, such as Endpoint Detection and Response and Network Detection and Response, due to its proactive approach 
to threat detection and management, as well as its telemetry from multiple sources.

The Blockbit XDR features advanced mechanisms for reverting malicious changes, allowing the system to be restored to its state prior to an attack. The 
solution performs regular backups and maintains detailed logs of modifications, ensuring resilience against ransomware, accidental deletions, and 
unauthorized changes.

System Change Reversal

Blockbit XDR is capable of undoing any modifications made by an attack, restoring system configurations, registry edits, and permissions of compromised 
files.

Recovery of Encrypted Files and Data

For Windows systems, the solution can reverse destructive events, restoring files deleted or encrypted by ransomware through the central administration 
console.

Device Isolation and Containment on the Network

Blockbit XDR can place a device in quarantine, restricting its communication with the network to prevent the spread of threats.

It also allows for automatic policies to isolate compromised machines (Host Isolation), preventing attacks from advancing within the organization.
These features ensure rapid response, effective mitigation, and operational continuity, minimizing the impact of cyberattacks.
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1.  
2.  

1.  

1.  

2.  

XDR - Minimum requirements
Supported Operating Systems

Windows
Windows Server 2008 (todas as versões), 2011, 2012, 2012 R2, 2016, 2019, 2022, 2025 or higher;
Windows 7 (all versions), 8.1, 10, 11 or higher;

macOS (amd/arm)
Big Sur, Monterey, Ventura, Sonoma, Sequoia or higher;;

Linux
Ubuntu, Debian, Raspbian, Fedora, CentOS, Red Hat Enterprise Linux (RHEL), Rocky Linux, AlmaLinux, SUSE Linux Enterprise or 
OpenSUSE;
Nuvens públicas, como AWS Linux, Oracle Linux, Azure Linux or Google Cloud Ubuntu Pro;

Solaris
HP-UX
AIX.

Agent Size: Between 50 and 100 MB

Memory Requirement: Between 10 and 50 MB

Disk Requirement: Between 50 and 100 MB

Network Requirement: 10 KB/sec

Connectivity Requirement Between Agents: Ports 1514/TCP and 1515/TCP must be open to the Internet.

All the operating systems mentioned above are supported on native installations on physical hardware, in on-premises virtualization environments such as 
VMware, KVM, among others, as well as on public and private cloud infrastructures like AWS, Azure, Google, Oracle, among others, ensuring flexibility 
and compatibility for various IT architectures.
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1.  

2.  

3.  
4.  

5.  

XDR - Architecture
The architecture of Blockbit XDR uses a scalable and modular approach deployed in a Kubernetes environment. This facilitates the orchestration of 
components in a distributed manner, allowing for high availability, scalability, and flexibility.

Components

Endpoints: PCs, Notebooks, Servers, Virtual Machines, and Cloud Instances: these are the source points where Blockbit XDR agents are 
installed, tasked with collecting security data such as logs, events, and suspicious activities directly from the monitored devices. For more 
information, refer to Agents.

 Each endpoint registers its agents with the central Blockbit XDR cluster. These agents are configured to send security data Agent Registration:
for processing.

 After registration, the agents transmit the collected data to the cluster for processing and analysis.Agent Data:
Blockbit XDR Cluster:  the central component of the cluster, responsible for communication within the cluster, workload Blockbit XDR Master:
management, and coordination of the various services distributed by Kubernetes.

 responsible for collecting, initially processing, and sending data to other system components.Blockbit XDR Worker:
Blockbit XDR Indexer: Responsible for receiving and indexing the processed data from the Worker.
Blockbit XDR Dashboard:

It is the visualization interface. It receives the indexed data from the Indexer and presents this information in graphs, alerts, and 
customizable dashboards.
Kubernetes allows for distributed access, ensuring that the interface is always available, even in high user demand scenarios.

Security Operations Center (SOC):

The SOC team uses the Dashboard for analysis and decision-making, viewing processed and organized security data to identify threats 
and respond to incidents in real-time.

Kubernetes in the Architecture of Blockbit XDR:

Container Orchestration and Management: Each component of Blockbit XDR (Master, Workers, Indexer, Dashboard) can be packaged as a 
container and orchestrated by Kubernetes, facilitating automatic scaling, restarting in case of failure, and load balancing among different nodes.
High Availability: Kubernetes allows deployments with multiple replicas of services, which can run to ensure system resilience.
Configuration Management: Kubernetes dynamically manages the configurations of each Blockbit XDR component, allowing adjustments as 
needed without downtime.
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XDR - API
The Blockbit XDR API is a RESTful API that enables interaction between the Blockbit XDR Manager and any script or program capable of making requests.

Authentication

The Blockbit XDR API requires authentication. Every request must include a JSON Web Token (JWT). JWT is an open standard (RFC 7519) that allows 
secure transmission of information as a JSON object.

To obtain a JWT, call  for .basicAuth POST /security/user/authenticate

JWTs have a default validity of 900 seconds. To change this, call . Tokens issued before the change are automatically revoked.PUT /security/config

Login with Username and Password:

curl -u <USER>:<PASSWORD> -k -X POST "https://<HOST_IP>:55000/security/user/authenticate"

Use the previous' response token to any requisition at the endpoint:

curl -k -X <METHOD> "https://<HOST_IP>:55000/<ENDPOINT>" -H "Authorization: Bearer <YOUR_JWT_TOKEN>"

Access
To access the API:

If SSL (HTTPS) is enabled and the API is using a self-signed certificate, you need to add the  parameter to bypass server communication verification.-k

1. Send a User Authentication Request via POST

Use the following command:

Replace  and  with your credentials.<BLOCKBITXDR_API_USER> <BLOCKBITXDR_API_PASSWORD>
Substitute the  variable with the JWT response.TOKEN

TOKEN=$(curl -u <BLOCKBITXDR_API_USER>:<BLOCKBITXDR_API_PASSWORD> -k -X POST "https://localhost:55000/security
"/user/authenticate?raw=true )

2. Verify the Generated TOKEN

The response should look like this:

eyJhbGciOiJFUzUxMiIsInR5cCI6IkpXVCJ9.
eyJpc3MiOiJ3YXp1aCIsImF1ZCI6IldhenVoIEFQSSBSRVNUIiwibmJmIjoxNzA3ODk4NTEzLCJleHAiOjE3MDc4OTk0MTMsInN1YiI6IndhenVo
IiwicnVuX2FzIjpmYWxzZSwicmJhY19yb2xlcyI6WzFdLCJyYmFjX21vZGUiOiJ3aGl0ZSJ9.ACcJ3WdV3SnTOC-
PV2oGZGCyH3GpStSOu161UHHT7w6eUm_REOP_g8SqqIJDDW0gCcQNJTEECortIuI4zj7nybNhACRlBrDBZoG4Re4HXEpAchyFQXwq0SsZ3HHSj7e
JinBF0pJDG0D8d1_LkcoxaX3FpxpsCZ4xzJ492CpnVZLT8qI4 

3. Send a Request

 curl -k -X GET "https://localhost:55000/" -H "Authorization: Bearer $TOKEN" 

The response should look like this:

https://localhost:55000/security/user/authenticate?raw=true
https://localhost:55000/security/user/authenticate?raw=true
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 { "data": { "title": "Blockbit XDR API REST", "api_version": "4.7.4", "revision": 40717, "license_name": "GPL 
2.0", "license_url": "https://github.com/blockbitxdr/blockbitxdr/blob/master/LICENSE", "hostname": "blockbitxdr-
master", "timestamp": "2024-05-14T21:34:15Z" }, "error": 0 }

Accessing Endpoints

After logging in, you can access any endpoint using the structure below:

Replace  with the desired method and  with the desired endpoint.<METHOD> <ENDPOINT>

 curl -k -X <METHOD> "https://localhost:55000/<ENDPOINT>" -H "Authorization: Bearer $TOKEN"

Requests and Responses

The Blockbit XDR API has three main components:

Request Method: , , , or GET POST PUT DELETE
URL: Specifies the endpoint
Authorization Header: Includes the JWT token

Example cURL Command

 curl -k -X GET "https://localhost:55000/agents/summary/os?pretty=true" -H "Authorization: Bearer $TOKEN" 

Breakdown of the cURL Command:

-X GET/POST/PUT/DELETE: Specifies the request method.
http://<BLOCKBITXDR_MANAGER_IP>:55000/<ENDPOINT> or : Specifies https://<BLOCKBITXDR_MANAGER_IP>:55000/<ENDPOINT>
the endpoint URL.
-H "Authorization: Bearer <YOUR_JWT_TOKEN>": Specifies the JWT authorization.
-k: Suppresses SSL errors.

Response Structure

Field Subfields Description

data

affected_items Lists affected items.

total_affected_items Shows the total affected items.

failed_items Lists failed items.

total_failed_items Shows the total failed items.

message Description of the result.

error Description of the error.

API Responses

Code Description

200 Everything is fine.

400 Bad request. Request rejected due to an error.

401 Unauthorized. No valid API key provided.
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402 Request failed. Valid parameters but failed.

403 Forbidden. API key lacks permission.

404 Not found. The requested resource does not exist.

409 Conflict. The request conflicts with another.

429 Too many requests. API rate limit exceeded.

500+ Server error. Blockbit XDR server encountered an issue.

Example Response:

{ "data": { "affected_items": [ "master-node", "worker1" ], "total_affected_items": 2, "failed_items": [], 
"total_failed_items": 0 }, "message": "Restart request sent to all specified nodes", "error": 0 }



12

XDR - API - Configuration
Accessing the XDR API Configuration

The  XDR API can be configured on the Blockbit XDR server. By default, all options are commented out. To apply a configuration, uncomment and edit the 
desired settings.

If the XDR API is running in a cluster, any configuration changes made on the master node must be manually replicated on other nodes.

Example Configuration
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host: ['0.0.0.0', '::']
port: 55000
 
drop_privileges: yes
experimental_features: no
max_upload_size: 10485760
 
intervals:
   request_timeout: 10
 
https:
   enabled: yes
   key: "server.key"
   cert: "server.crt"
   use_ca: False
   ca: "ca.crt"
   ssl_protocol: "auto"
   ssl_ciphers: ""
 
logs:
   level: "info"
   format: "plain"
   max_size:
    enabled: false
 
cors:
   enabled: no
   source_route: "*"
   expose_headers: "*"
   allow_headers: "*"
   allow_credentials: no
 
access:
   max_login_attempts: 50
   block_time: 300
   max_request_per_minute: 300
 
upload_configuration:
   remote_commands:
      localfile:
         allow: yes
         exceptions: []
      wodle_command:
         allow: yes
         exceptions: []
   limits:
      eps:
         allow: yes
    agents:
      allow_higher_versions:
         allow: yes
    indexer:
      allow: yes
    integrations:
      virustotal:
         public_key:
            allow: yes
            minimum_quota: 240

Restarting the API

After making configuration changes, restart the API with the following command:

systemctl restart blockbit-xdr-manager
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a.  

Configuration Options

General Settings

host: List of valid IPs or hostnames where the API is running. Default: .['0.0.0.0', '::']
port: Port for the API to listen on. Range: . Default: .1-65535 55000
drop_privileges: Run the  process as a non-root user. Default: .blockbit-xdr-api yes
experimental_features: Enable development features. Default: .no
max_upload_size: Maximum body size (in bytes) the API accepts. Default:  (10 MB).10485760

HTTPS Configuration

enabled: Enable SSL (HTTPS). Default: .yes
key: Private key filename. Default: .server.key
cert: Certificate filename. Default: .server.crt
use_ca: Use a CA-signed certificate. Default: .no
ssl_protocol: SSL protocol allowed. Default: .auto
ssl_ciphers: Specific SSL ciphers to use. Default: none.

Access Control

max_login_attempts: Maximum login attempts before blocking. Default: .50
block_time: Block duration in seconds. Default: .300
max_request_per_minute: Max requests per minute. Default: .300

Security Configuration Endpoints

The API allows querying and modifying security configurations via specific endpoints:

Get Current Security Config:

 GET /security/config 

Update Security Config:

PUT /security/config

 
Restore Default Security Config:

 DELETE /security/config

Generating SSL Certificates

The SSL certificate ensures secure communication between the Blockbit XDR server API and its clients. Certificates are stored in /var/ossec/api
./configuration/ssl/

Steps to Generate Certificates:

Generate a key and certificate signing request:
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1.  

1.  

2.  

 cd /var/ossec/api/configuration/ssl openssl req -newkey rsa:2048 -new -nodes -x509 -days 365 -keyout server.
key -out server.crt 

(Optional) Protect the key with a password:

 ssh-keygen -p -f server.key

Key Configuration Parameters

Option Description Default

auth_token_exp_timeout Token expiration time in seconds. 900

rbac_mode Role-Based Access Control mode:  (allow all) or  (deny all).black white white

Cluster Configuration Endpoints

GET /cluster/api/config: Get Configuration for All Cluster Nodes;

GET /manager/api/config: Get Local Configuration

Security Configuration Endpoints

GET /security/config: Retrieve the current security configuration.

Modify Configuration

PUT /security/config: Modify the security configuration.

Restore Configuration

DELETE /security/config: Restore the default security configuration.

SSL Certificate

This process is automatically executed the first time the Blockbit XDR server API runs.

The SSL certificate ensures secure communication between the Blockbit XDR server API and its clients. Certificate files are stored in the directory /var
./ossec/api/configuration/ssl/

Generating New Certificates for the Blockbit XDR API
By default, the password for the key must be entered every time the server starts. If the key was generated by the Blockbit XDR server API or using the 
command above, it will not have a password.

Generate the key and certificate signing request (requires the  package):openssl

 cd /var/ossec/api/configuration/ssl openssl req -newkey rsa:2048 -new -nodes -x509 -days 365 -keyout 
server.key -out server.crt 

(Optional) Protect the key with a password:

ssh-keygen -p -f server.key 
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2.  

You will be prompted to enter and confirm the new password
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XDR - API - Deactivating an agent
To deactivate an agent via API, run the following commands: 

To disconnect an agent temporarily: 

bash curl -X PUT "https://<XDR_MANAGER_IP>:55000/agents/<AGENT_ID>/restart" \ -H "Authorization: Bearer 
<YOUR_JWT_TOKEN>"

The agent will restart and stop communicating with the  temporarily.XDR Manager 

To force an agent to reconnect:

bash curl -X PUT "https://<XDR_MANAGER_IP>:55000/agents/reconnect" \ -H "Authorization: Bearer <YOUR_JWT_TOKEN>"
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XDR - API - Role Based Access Control
The Blockbit XDR API offers Role-Based Access Control (RBAC). It enables access control to endpoints and resources based on user privileges.

For more information, go to .Security

RBAC Policies

RBAC policies control API permissions using three elements: actions, resources, and effect.

Actions represent a hierarchy of tasks that a user can perform.
: Restart agent.Example

agent:restart

Resources are any entities subject to an action. The set of resources is dynamic, but their types are static.
:Example

agent:id:001
node:id:*

Effect can only be "allow" or "deny."

RBAC Modes

In the Blockbit XDR API, there are two RBAC modes: blacklist and whitelist. These modes determine how user actions are handled and the administrator's 
responsibilities.

Blacklist (black): Allows all actions by default. The administrator specifies which actions are prohibited.
Whitelist (white): Prohibits all actions by default. The administrator specifies which actions are allowed.
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XDR - API - RBAC Reference
On this page, you can find the actions, resources, and effects of RBAC policies in the Blockbit XDR API.

Resources

agent:group: Reference to agents by group name. Example: agent:group:web
agent:id: Reference to agents by agent ID. Example: agent:id:001
group:id: Reference to agent groups by group ID. Example: group:id:default
node:id: Reference to cluster nodes by node ID. Example: node:id:worker1
decoder:file: Reference to decoder files by filename. Example: decoder:file:0005-blockbit_xdr_decoder.xml
list:file: Reference to list files by filename. Example: list:file:audit-keys
rule:file: Reference to rule files by filename. Example: rule:file:0610-win-ms_logs_rules.xml
policy:id: Reference to security policies by ID. Example: policy:id:1
role:id: Reference to security roles by ID. Example: role:id:1
rule:id: Reference to security rules by ID. Example: rule:id:1
user:id: Reference to security users by ID. Example: user:id:1

Actions

For each action, the affected endpoints and necessary resources are specified using the structure:
<Method> <Endpoint> (<Resource>)

active_response

The  endpoint allows users to interact with the Active Response module./active-response

active-response:command
PUT  ( , )/active-response agent:id agent:group

agent

The  endpoint allows users to register and manage agents on the server./agents

agent:create
POST /agents (:)

 POST /agents/insert (:)
 POST /agents/insert/quick (:)

agent:delete
DELETE  ( , )/agents agent:id agent:group
agent:modify_group
DELETE  ( , )/agents/group agent:id agent:group

  ( , )DELETE /agents/{agent_id}/group agent:id agent:group
  ( , )PUT /agents/group agent:id agent:group

agent:read
GET  ( , )/agents agent:id agent:group

  ( , )GET /agents/{agent_id}/key agent:id agent:group
agent:restart
PUT  ( , )/agents/restart agent:id agent:group

  ( , )PUT /agents/{agent_id}/restart agent:id agent:group
agent:upgrade
GET  ( , )/agents/upgrade_result agent:id agent:group

  ( , )PUT /agents/upgrade agent:id agent:group

cluster

The  endpoint allows users to manage the configuration and health of master and worker nodes in the cluster./cluster

cluster:read
GET  ( )/cluster/healthcheck node:id

  ( )GET /cluster/nodes node:id
cluster:restart
PUT  ( )/cluster/restart node:id

decoders

The  endpoint allows users to manage and retrieve information about decoders./decoder

decoders:read
GET  ( )/decoders decoder:file
decoders:update
PUT  (:)/decoders/files/{filename}



20

event

The  endpoint allows users to ingest security events for analysis./event

event:ingest
POST /events (:)

group

The  endpoint allows users to group agents for centralized configurations./groups

group:create
POST /groups (:)
group:read
GET  ( )/groups group:id

lists

The  endpoint allows users to manage CDB lists used for scanning malicious files./lists

lists:read
GET  ( )/lists/files list:file

logtest

The  endpoint allows users to test and validate new rules and decoders./logtest

logtest:run
PUT  (:)/logtest

manager

The  endpoint allows users to manage and retrieve information about the manager./manager

manager:read
GET  (:)/manager/info

mitre

The  endpoint retrieves MITRE ATT&CK framework data./mitre

mitre:read
GET  (:)/mitre/tactics

rootcheck

The  endpoint allows users to interact with the rootcheck module./rootcheck

rootcheck:run
PUT  ( , )/rootcheck agent:id agent:group

rules

The  endpoint manages rules for analyzing events and generating alerts./rules

rules:read
GET  ( )/rules/files rule:file

syscheck

The  endpoint interacts with the File Integrity Monitoring module./syscheck

syscheck:run
PUT  ( , )/syscheck agent:id agent:group

syscollector

The  endpoint gathers system information from monitored endpoints./syscollector

syscollector:read
GET  ( , )/syscollector/{agent_id}/hardware agent:id agent:group

task
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The  endpoint retrieves status information about tasks performed by the manager./tasks

task:status
GET  (:)/tasks/status
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XDR - API - Updating an agent
O ChatGPT disse:

Before updating, check which agents are outdated. You can do this via API or the Blockbit XDR interface.

API

To list outdated agents via API, run the following command:

bash curl -k -X GET "https://<BLOCKBIT_XDR_MANAGER_IP>:55000/agents/outdated" -H "Authorization: Bearer 
<YOUR_JWT_TOKEN>" 

Replace  with your manager's IP.<BLOCKBIT_XDR_MANAGER_IP>

Replace  with your JWT token.<YOUR_JWT_TOKEN>

2. Manually Updating Agents

To update a specific agent, use the following command:

bash curl -k -X PUT "https://<BLOCKBIT_XDR_MANAGER_IP>:55000/agents/upgrade" -H "Authorization: Bearer 
<YOUR_JWT_TOKEN>" 

To update all agents, use the following command:

bash curl -k -X PUT "https://<BLOCKBIT_XDR_MANAGER_IP>:55000/agents/upgrade_custom" -H "Authorization: Bearer 
<YOUR_JWT_TOKEN>"

3. Updating Agents in Groups

To update agents in a specific group, use the following command:

bash curl -k -X PUT "https://<BLOCKBIT_XDR_MANAGER_IP>:55000/agents/group/<GROUP_ID>/upgrade" -H 
"Authorization: Bearer <YOUR_JWT_TOKEN>" 

Replace  with the ID of the group you want to update.<GROUP_ID>

4. Restarting Agents After Updating

After updating, restart the agents with the following command:

bash curl -k -X PUT "https://<BLOCKBIT_XDR_MANAGER_IP>:55000/agents/restart" -H "Authorization: Bearer 
<YOUR_JWT_TOKEN>"

5. Verifying if the Update Was Successful

To check the version of the running agent, use the following command:
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bash curl -k -X GET "https://<BLOCKBIT_XDR_MANAGER_IP>:55000/agents/summary/os" -H "Authorization: Bearer 
<YOUR_JWT_TOKEN>"
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XDR - Collected Data
The Blockbit XDR ensures the protection of data from managed devices through robust encryption, both at rest and during transmission. All information is 
automatically processed and correlated, resulting in the generation of real-time logs and alerts, ensuring integrity, confidentiality, and proactive threat 
detection.

1. Encryption at Rest (Storage)
Blockbit XDR uses encryption to store data collected from endpoints and security events in the Blockbit cloud.
Logs, alerts, and sensitive data are stored in the Blockbit cloud with AES-256 encryption.
Access to the information is restricted through Role-Based Access Control (RBAC). Only authorized users can view sensitive data.
The retention period and/or storage capacity of data, including logs (processed and unprocessed), events, audits, and reports, are configured according to 
the terms set in the licensing and/or contract. This setting ensures proper retention of information, in line with operational needs and the organization's 
compliance requirements.

2. Encryption in Transit (Transmission)
All communications between agents and the Blockbit XDR console are protected using TLS 1.3 or higher.
The Blockbit XDR API requires secure communication via HTTPS (SSL/TLS) for all interactions with the console and agents.
Traffic between internal components, such as agents and the Blockbit XDR Manager, also follows secure protocols, preventing data interception.

3. Compliance
Blockbit XDR follows security best practices compatible with LGPD, GDPR, PCI DSS, ISO 27001, and NIST.

To enable operation, Blockbit XDR collects the following data:

Data Description

@timestamp  Date and time of the event.

GeoLocation.country_name Name of the country of origin of the event.

GeoLocation.location Coordinates of the event's origin.

GeoLocation.region_name Name of the subnational division of origin of the event.

_index Name of the index where the data was stored.

agent.id  Unique identifier of the agent that collected or generated the event.

agent.name Name of the agent that collected or generated the event.

cluster.name Name of the cluster where the agent is located.

cluster.node Location of the event within the cluster.

data.id Identifier of the processed data.

data.protocol  Protocol of the event.

data.srcip  Source IP of the event.

data.url URL of the resource involved in the event.

decoder.name Name of the decoder that interprets the received data.

full_log Log entry of the event.

id Identifier of the event.

input.type Type of input for the event.

location Location of the event.

manager.name Name of the system that supervises the agents.

rule.description Description of the rule triggered when generating the event.

rule.firedtimes Number of times the mentioned rule has been triggered.

rule.gdpr Compliance indicator of the rule with GDPR.

rule.groups Group of the rule.

rule.id Identifier of the rule.

rule.level Severity level associated with the rule.

rule.mail Indicates if the rule sends modifications via email.
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rule.nist_800_53 Compliance indicator of the rule with NIST SP 800-53.

rule.pci_dss Compliance indicator of the rule with PCI-DSS.

rule.tsc Compliance indicator of the rule with TSC.
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XDR - Agents
In XDR, the central component is the Agent.

The agent is a service of the XDR installed on an endpoint (PC, laptop, virtual machine, cloud instance). It will protect the endpoint and respond to threats.

Combining the features of EPP (Endpoint Protection Platform) and EDR (Endpoint Detection and Response), Blockbit XDR ensures a comprehensive 
approach to the prevention, detection, and response to cybersecurity incidents.

Real-Time Process Analysis

Before sending an alert to the administration console, the agent locally examines the process information, evaluating behavior, signatures, and 
characteristics of the executable.
If a process is identified as potentially malicious, the agent can take automatic remediation actions, such as blocking, terminating the process, or isolating 
the endpoint, reducing detection and attack mitigation time.

Artificial Intelligence and Machine Learning in File Analysis

The agent uses artificial intelligence and machine learning to analyze files before execution, preventing known and unknown threats (Zero-Day).
During file execution, the agent monitors its behavior in real-time, detecting anomalies, exploit attempts, and lateral movement.
If a file exhibits suspicious behavior, the agent can prevent its execution, quarantine it, or automatically apply corrective actions.
With this proactive and intelligent approach, Blockbit XDR ensures advanced detection, rapid response, and reduced attack mitigation time, providing 
robust protection for endpoints in any environment.

Blockbit XDR Anti-Tamper Protection

Blockbit XDR features advanced anti-tamper protection, blocking any attempt to disable, modify, or remove the solution, even by local system 
administrators, domain admins, or threats, ensuring that only users authorized by Blockbit XDR have control.

1. Protection of Files, Processes, and Services

Prevents modification, deletion, or termination of Blockbit XDR services, blocking malicious actions from ransomware, rootkits, and other advanced threats.
Ensures that even a user with local administrator credentials cannot deactivate or remove the agent, reinforcing security against both internal and external 
attacks.

2. Strict Permission Restrictions

Only properly authorized administrators can make changes to configurations or uninstall the agent.
The Blockbit XDR agent prevents improper manipulations through reinforced internal controls and protection against unauthorized modifications to the 
system registry.

3. Kernel-Level Execution for Maximum Protection (Windows)

The Windows agent runs directly in the kernel space, ensuring the highest level of protection against tampering (anti-tamper).
It operates at the operating system driver level, ensuring priority over common processes and blocking attempts to compromise by malware and advanced 
attacks.
Continuous monitoring of the agent’s status, with self-repair mechanisms that automatically restore any attempt to interrupt the essential services of 
Blockbit XDR.

In the list, each agent corresponds to an endpoint.

An agent can only be uninstalled or modified by a XDR administrator's user, password and MFA.

The method for selecting an agent is standardized in Blockbit XDR.

To select an agent, click on "Explore agent ( )".

A modal with the list of agents will open.
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To search for a specific agent, use the search bar (Search).

Click on the agent to select it.

For each agent, there are the following characteristics:

Id: The identifying number of the agent.
Name: The name of the agent.
IP address: The IP address of the agent.
Operating system: The operating system of the agent.
Version: The version of the agent.
Status: The status of the agent, which can be either active or disconnected.
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XDR - Agents - Communication via web proxy
1. Configure the Agent to Use a Proxy

The agent configuration file is located at:

Linux: blockbitxdretc.conf
Windows: blockbitxdr/ossec.conf

Before modifying the file on Windows, pause the agent using this command:

 net stop "Blockbit XDR" 

In the  section, add the following configuration:<remote>

<remote>
    <proxy>
        <enabled>yes</enabled>
        <host>proxy.example.com</host>
        <port>8080</port>
        <username>usuario_proxy</username>
        <password>senha_proxy</password>
    </proxy>
</remote>

After modifying the file on Windows, restart the agent with this command:

 net start "Blockbit XDR"

2. Restart the Agent to Apply the Configuration

After modifying the configuration file, restart the agent service:

For systems using :systemctl

 systemctl restart blockbit-xdr-agent 

For systems without :systemctl

 /var/ossec/bin/ossec-control restart

3. Verify Communication Status

To ensure the agent is correctly communicating with the Manager/Workers through the proxy, use the following command:

Linux:
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 tail -f /var/ossec/logs/ossec.log 

Windows:

 Get-Content "C:\Program Files (x86)\blockbit-xdr\ossec.log" -Wait
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1.  

2.  
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XDR - Agents - Installing an Agent on an Endpoint
Blockbit XDR Agent Installation

The Blockbit XDR Agent can be manually installed on endpoints (Windows, Linux, and macOS) to ensure protection, monitoring, and real-time threat 
response. During installation, it is possible to specify the group to which the endpoint will be assigned using the parameter .BBXDR_AGENT_GROUP

Windows Installation

Open PowerShell as Administrator:

Press  and select PowerShell (Admin) or Windows Terminal (Admin).Win + X
Navigate to the directory where the installer was saved:

cd "C:\Path\to\file"

 
Install the agent and set the endpoint group: In PowerShell, execute the following command:

.\blockbit-xdr-agent-1.0.0-1.msi /q BBXDR_MANAGER='xdr-clientname.blockbit.com' 
BBXDR_REGISTRATION_PASSWORD='XXXX' BBXDR_REGISTRATION_SERVER='xdr-clientname.blockbit.com' 
BBXDR_AGENT_GROUP='default' BBXDR_AGENT_NAME=$ENV:COMPUTERNAME

After installation, start the agent manually :

net start "Blockbit XDR"

 

The agent is now active and in the configured group.

Automated and Mass Installation

The Blockbit XDR Agent can also be installed automatically and in bulk using PowerShell scripts, GPO (Group Policy Object) in Active Directory, SCCM 
(System Center Configuration Manager), or endpoint management tools, allowing remote distribution to multiple devices simultaneously, ensuring 
efficiency and standardization during deployment.

Linux Installation

The agent can be installed on Linux distributions using the  and  package formats..deb .rpm

Access the terminal and locate the installation directory:

cd /path/to/file

 
Run the installer according to the distribution:

DEB Format:

BBXDR_MANAGER="xdr-clientname.blockbit.com" BBXDR_REGISTRATION_PASSWORD="XXXX" 
BBXDR_REGISTRATION_SERVER="xdr-clientname.blockbit.com" BBXDR_AGENT_GROUP="default" 
BBXDR_AGENT_NAME='MACHINE_NAME_Linux' dpkg -i bbxdr-agent_1.0.0-1_amd64.deb

RPM Format:

BBXDR_MANAGER="xdr-clientname.blockbit.com" BBXDR_REGISTRATION_PASSWORD="XXXX" 
BBXDR_REGISTRATION_SERVER="xdr-clientname.blockbit.com" BBXDR_AGENT_GROUP="default" BBXDR_AGENT_NAME="
MACHINE_NAME_Linux" rpm -ihv bbxdr-agent-1.0.0-1.x86_64.rpm
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2.  

Activate and start the agent:

systemctl daemon-reload 
systemctl enable bbxdr-agent 
systemctl start bbxdr-agent 
systemctl status bbxdr-agent

The agent is now active and in the configured group.

macOS Installation

Create the Configuration File
Open the terminal and execute:

cat <<EOF >/tmp/bbxdr_envs 
BBXDR_MANAGER="xdr-clientname.blockbit.com" 
BBXDR_REGISTRATION_PASSWORD="XXXX" 
BBXDR_REGISTRATION_SERVER="xdr-clientname.blockbit.com" 
BBXDR_AGENT_GROUP="default" 
BBXDR_AGENT_NAME="MACHINE_NAME_macOS" EOF

Run the Installer:

sudo installer -pkg ./bbxdr-agent-1.0.0-1.arm64.pkg -target /

The agent is now active and in the configured group.

Uninstallation of the Blockbit XDR Agent

To ensure security and full control of the environment, the uninstallation process for the Blockbit XDR agent requires authentication with Blockbit XDR 
administrator credentials, along with Multi-Factor Authentication (MFA).

This dual verification ensures that only users properly authorized by Blockbit XDR can remove the agent, preventing deactivation attempts by unauthorized 
users or threats seeking to compromise endpoint protection.
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XDR - Search System
In Blockbit XDR, the search system is standardized.

In Search, you can look for specific elements. You can build simplified queries using the Dashboard Query Language.

In +Add filter, you can add filters to the search.

In Field, you can select the fields to be searched.
In Operator, x

By clicking on "create custom label?", you can create a specific name for the query.

In Edit as Query DSL, you can create a query via DSL.

Click on save ( ) to save the query.

By clicking on the calendar ( ), a modal will open, and you will be able to select a time range to check security events.

In quick select, you can quickly choose a time range. You can determine whether the range applies to the last (Last) or upcoming (Next) moments, the 
amount, and the duration of the range. To apply, click on Apply.

In Commonly used, you can use a pre-defined time range (e.g., last 15 minutes).

In Recently used date ranges, you can reuse a time range.

In Refresh every, you can set up automatic page refresh. You can determine the amount and duration of the interval. To apply, click on Start.
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By clicking on the time field, you can select three ways to define the interval:
Absolute: a specific date and time (e.g., 3:37 PM on October 15, 2023).

Relative: a time interval relative to the present moment (e.g., 2 minutes ago).

Now: by setting the interval to "now," all updates will be made relative to the present moment.

To refresh the page, click on Refresh.
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XDR - First access
Blockbit XDR offers secure and flexible access for administrators and authorized users, ensuring enhanced protection through multiple authentication 
methods.

When accessing the platform, the user will be directed to the login screen, where they can authenticate using one of the following options:

Local User + MFA: Uses credentials registered directly in Blockbit XDR, requiring a username, password, and a multi-factor authentication (MFA) 
token.
SSO via LDAP + MFA: Allows integrated authentication with a corporate LDAP server, adding an extra layer of security with MFA.
Authentication via SAML (Single Sign-On): Integrates with identity providers that support the SAML protocol (version 2.0 or higher), such as 
Microsoft Active Directory Federation Services (ADFS), Azure AD, Google Workspace, among others, enabling single sign-on with corporate 
credentials.

To log in, the user must enter their credentials in the form and, if configured, provide the MFA token. Alternatively, the "Log in with single sign-on" option 
can be used, which redirects to the SAML authentication flow.

This approach ensures greater security and compliance with corporate policies, facilitating access management and protecting against unauthorized 
access.

You will have to accept the terms and conditions (EULA) when accessing Blockbit XDR for the first time.
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Click on Accept ( )to accept.



37

XDR - Dashboard
The  provides an intuitive and centralized interface, offering a comprehensive view of the environment's security in real-time. Blockbit XDR Dashboard
With interactive graphs, customizable panels, and prioritized alerts, administrators can monitor critical events, analyze threats, and make quick decisions. 
The structured workflow enables a swift response to incidents, including automated actions for risk mitigation, streamlining investigations, and ensuring 
efficient cybersecurity management.

This is the main space of Blockbit XDR. Here, you can monitor and manage threats and check the system status.

Overview
This section provides general information about ongoing threats. For more details, go to Overview.

Mitre ATT&CK

The Mitre ATT&CK is a framework of tactics (the reasons for an attack) and techniques (how an attack is conducted) and serves as the foundation of 
Blockbit XDR. All metrics are based on concepts from Mitre ATT&CK.

Each tactic or technique has a specific remedy, and Blockbit XDR has a reference database that can be consulted.

For more information, visit .Mitre ATT&CK

Graphics

Blockbit XDR provides visual representations of attack severity. For more information, go to .Graphics

Techniques

This section lists the main attack techniques and the associated events. An attack can use more than one technique simultaneously. For more information, 
go to .Techniques

https://docs.blockbit.com/pages/viewpage.action?pageId=125960241
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XDR - Dashboard - Graphics
The Blockbit XDR features two charts divided into four sections. Each section represents 1/4 of a circle, with each segment showing attacks divided by 
severity. The closer to the center, the more severe the attacks.

It shows attacks point of entry: 

Network

Files

Application

Operating System
 

World map

The sources of the attacks are displayed. The countries in red are the ones that originated attacks.

On the left, there is a ranking of the 15 countries that originated the most attacks.
To see the name of a country, hover over it.
To zoom in, use the scroll wheel of your mouse.
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XDR - Dashboard - Mitre ATT&CK
The Mitre ATT&CK is a framework of techniques and attack patterns. Each technique has a specific remedy.
There are two concepts:

 how the attacker gains access to a system.Technique:
 why the attacker enters a system.Tactic:

For more information, visit Mitre ATT&CK.

In the Dashboard, attacks are classified according to severity and divided into 4 categories, which are further divided into 14 sublevels.

Pre-attack: preparation for the attack. 
Severity: low

Reconnaissance: information gathering.
Resource development: establishing resources for future attacks.
Initial access: attempting to breach the network.
Execution: attempting to run malicious code.

Attack/Infection: attack attempts
Severity: medium

Persistence: attempts to maintain the attack.
Privilege escalation: attempts to gain higher-level permissions.
Defense evasion: attempts to avoid defenses and go unnoticed.

Breach/Infestation: violation
Severity: high

Credential access: attempts to steal usernames and passwords.
Discovery: environment exploration.
Lateral movement: attempts to move through the environment.
Collection: attempts to gather data.

Post-breach/Extraction: impact
Severity: Critical

Command and control: attempts to communicate with compromised systems to control them.
Exfiltration: attempts to steal data.
Impact: attempts to manipulate, disrupt, or destroy a system or its data.

For more in-depth information about Mitre ATT&CK, visit .attack.mitre.org

http://attack.mitre.org
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XDR - Dashboard - Overview
Overview

Blockbit XDR offers an automatic alert correlation system, allowing events related to the same attack to be grouped and analyzed efficiently. This feature 
reduces response time and enhances the detection of complex threats, ensuring a unified view of the incident.

Agents

The agent is an XDR service installed on an endpoint (PC, notebook, virtual machine, cloud instance). It will protect the endpoint and respond to threats.

By clicking on the number of agents, you will go to their list. For more information, visit .Agents

Active: active;
Disconnected: disconnected;
Pending: in the process of connecting;
Unrelated: registered but not connected.

Events
Number of events in the selected period. In the switch, you can choose between 24 hours or 30 days.

Total events: number of events in the selected period;
Max EPS: events per second. The interval is 60 seconds;
Current Storage: total logs of saved events.

Total alerts

Threats detected in the period. In the switch, you can choose between 24 hours or 30 days. Clicking on the alerts takes you to the  page.Security Events

Low: low severity;
Medium: medium severity;
High: high severity;
Critical: critical severity.
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XDR - Dashboard - Techniques
Here are the main attack techniques and the associated events. An attack can use more than one technique simultaneously.

The techniques are organized by decreasing severity and group associated tactics.

Hovering over any tactic will display a modal with more information.

Clicking will redirect you to the Security Events page with information on attacks using the selected tactic.

Only tactics associated with events are shown.
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XDR - Security Events
This page provides a detailed view of all security events recorded by , allowing for in-depth analysis and facilitating real-time incident Blockbit XDR
investigation.

When a threat is detected, the agent user receives a detailed notification, informing them of the action taken and the event details. This ensures 
transparency and a rapid response to incidents, enabling administrators to efficiently view and manage critical events.

Search
The bar allows you to search for specific events. For more information, see .Search System

Hits Chart
The hits chart shows how many security events (hits) occurred in the selected time frame. For more information, go to Hits.

Event List
Below the chart, the events are listed. For more information, go to Event List.
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XDR - Security Events - Event list
Below the chart, the events are listed.

Clicking on an event will give you access to all its information in table or JSON format. For more information, visit Collected Data.
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XDR - Security Events - Hits
The hits chart shows how many security events (hits) occurred in the selected time frame.

Hovering over a column will display the selected time interval and the number of hits.

Clicking on a column will divide the selected interval.

The interval divisions are as follows: Year - Month - Week - Day - Hour - Minute - Second - Millisecond.
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XDR - Security Events - Notifications
On Windows, when a threat is detected, a notification will appear for the agent user where the event was detected.

This notification will describe the action taken by Blockbit XDR and display a message with the action the user should take.

The  button allows the user to access detailed information about the threat."More Information"

The  button closes the notification."Close"
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1.  
2.  
3.  

XDR - Security Events - Ransomware Events
Blockbit XDR Administrator Guide: Detection, Correlation, and Response to Ransomware Incidents

1. Introduction

Blockbit XDR is an advanced security solution that enables the detection, correlation, and response to ransomware incidents using multiple analysis 
vectors and automated response. This guide is designed to assist administrators in investigating and mitigating attacks by filtering with  and rule.group
applying containment and recovery actions.

2. Identifying Ransomware-Related Events

2.1 Applying Filters

To begin analyzing a potential ransomware attack, use the  filter in the  event panel:rule.group="ransomware" Blockbit XDR

Access the  interface.Security Events
In the search field, enter "ransomware" or use the filter .rule.group=ransomware
View the events related to ransomware detection in the environment.

Incident Start Logs
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Displays a pre-detection ransomware alert.

Applying the  filter.rule.group="ransomware"

3. Event Correlation

After identifying suspicious events, analyze the detailed logs to correlate malicious activities.

3.1 Log Analysis

Identify alerts related to ransomware and malware.
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Check the origin of the event ( , , ).agent.name agent.ip cluster.node
Analyze logs indicating suspicious activities, such as:

Mass creation and deletion of files.
Execution of suspicious commands (e.g.,  deleting shadow copies).VSSADMIN.EXE
Unknown processes making modifications to the system structure.

Logs confirming the attack.

4. Automated Responses and Mitigation Actions

Blockbit XDR allows marking a complete group of events or isolated events as a threat and initiating response and mitigation actions.

4.1 Machine Isolation on the Network

If  detects an ongoing ransomware attack:Blockbit XDR

Stops processes related to the attack.
Isolates the endpoint to prevent malware spread.
Isolates the suspicious file.
Restores deleted or encrypted files to their pre-attack state.
Finally, reverts data events to a secure state.

http://agent.name
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Log of endpoint isolation action.

4.2 Reverting System Changes

Blockbit XDR can undo any changes made by an attack, restoring system configurations, registry edits, and file permissions.

4.3 File and Data Recovery

For Windows systems,  can recover destructive events, restoring deleted or encrypted files from ransomware automatically or via the Blockbit XDR
administration console.

To confirm, check if the rollback was activated in the event ( ).data.rollback_status

Verify the successful restoration through logs in the event panel.

Example of a restored file action log protected by Blockbit XDR.

5. Playbooks for Incident Resolution
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Blockbit XDR enables automated event correlation and efficient threat response. This chapter provides detailed procedures for dealing with ransomware 
attacks, meeting the requirements of the security policy.

5.1 Playbook – Automatic Detection and Containment

Blockbit XDR automatically correlates alerts related to the same attack (Item 14), allowing rapid containment and mitigation of threats.

Steps:

Automatic Event Filtering:

Use  to identify suspicious activities.rule.group=ransomware
The system automatically correlates events related to the same attack, grouping them for easier analysis.

Automatic Log Analysis and Response Activation:

Blockbit XDR applies custom rules to trigger detections automatically.
When a threat is detected, automatic actions can be configured for immediate response.

Automatic Endpoint Isolation:

XDR can mark a complete group of events or isolated events as a threat and initiate response and mitigation actions.
If malicious behavior is detected, the infected machine can automatically be removed from the network via .Active Response
A customized Playbook can also be applied using  or  via the API, enhancing the incident response and enabling rule.groups rule.id
automated, customized actions as per the environment’s needs.

Additional Firewall Blocks:

Based on correlated events,  can apply firewall rules to block malware communication with external servers.XDR

Automatic Escalation to Security Team:

If an attack is detected and automated measures are insufficient, alerts can be sent to the  team for additional actions.SOC

5.2 Playbook – Recovery and Remediation

If ransomware has caused impacts,  offers automated recovery and remediation mechanisms.Blockbit XDR

Steps:

Confirming Automatic Rollback:

The system automatically checks the integrity of the entire system, including files, system configurations, registry, and file permissions (data.
).rollback_status

If the system has been compromised or files encrypted,  triggers recovery, restoring files, system configurations, registry edits, and Blockbit XDR
file permissions—essentially restoring the entire system.

Running Malware Scan and System Fix:

After containment,  can automatically initiate an advanced scan on endpoints to remove malicious files.XDR
System configurations can be automatically restored to secure standards.

Reactivating the Endpoint and Returning to the Network:

After complete mitigation,  automatically removes the machine’s restrictions and reintegrates it back into the network.Blockbit XDR

Marking Events and Incident Reporting:

The administrator can mark a group of events as a completed threat and generate reports for auditing and future security improvements.

6. Conclusion

These features ensure that  not only detects but also responds and mitigates threats automatically, reducing response time and minimizing Blockbit XDR
operational impact.

With this guide, the administrator can operate the solution efficiently, ensuring advanced protection against ransomware and other emerging threats.

http://rule.id
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XDR - Custom Dashboards
Blockbit XDR allows you to create custom visualizations and dashboards according to your network needs.

Clicking on  will take you to the list of created dashboards.Custom Dashboard

Use the  bar to find a specific dashboard.Search

To create a dashboard, click on .Create Dashboard

Dashboards are classified by:

Title: Title of the dashboard
Type: Type of the dashboard
Description: Description of the dashboard
Last updated: Time of the last dashboard edit

The  button ( ) allows you to edit the dashboard.Actions
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XDR - Custom Dashboards - Create Dashboard
By clicking on , you will be directed to this page.Create Dashboard

Search

The bar allows you to search for specific events. For more information, refer to the .Search System

Here, you can add a visualization to the dashboard by clicking .Add an existing or new object to this dashboard

A modal will open with a list of already created visualizations:

To select a visualization, click on it to add it to the dashboard. To find a specific visualization, use the  bar.Search

In , you can arrange the visualizations in ascending or descending order.Sort

In , you can filter visualizations by type.Types
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To create a new visualization, click on .Create new ( )

A modal with the available visualizations will open:
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XDR - Custom Dashboards - How to - Create visualization
In this how-to, you will learn how to create a Gauge visualization for the data .rule.frequency

After clicking on Dashboards > Create new, select Gauge in the modal.

Select a data source. Here,  has been selected.blockbit-xdr-alerts-

You will go to this screen:

The chart in question counts all the data from the source.

Click on Metric count.

A submenu will open.

In Aggregation, select Average.
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In Field,  has been selected.rule.frequency

Click on Update.

The screen will display the average of the  data in the  data source in relation to the total data.rule.frequency blockbit-xdr-alerts-
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XDR - Custom Dashboards - Visualizations
In Blockbit XDR, the following visualizations are available:

Area

This type of visualization allows you to track changes over time.

Controls

This option allows you to build dynamic visualizations.

Coordinate Map

This visualization allows you to track data on a world map based on geographic coordinates.

Data Table

This visualization allows you to create tables comparing numerical values.

Document Table

Similar functionality to Data Table but comparing document content.

Enhanced Table

Similar functionality to Data Table with additional features.

Gantt Chart

Charts that show the start, end, and duration of events.

Gauge

Charts that show how much of a resource has been used.

Goal

Charts that show how much is left to reach a goal.

Heat Map

A chart that shows the frequency of an event over time.

Horizontal Bar

A chart that represents the variation of a categorical data over time horizontally.

Line

A chart that summarizes changes in a variable over time.
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Maps

A tool that allows the creation of maps with various information.

Markdown

A tool that allows the creation of objects using Markup language.

Metric

A tool that allows the comparison of different numerical values.

Pie

A chart that represents the percentage of each component within a whole.

Region Map

A tool that allows you to track events classified by location.

TVSB

The time-series visual builder is a tool that allows the creation of time-based visualizations.

Tag Cloud

Word cloud. Allows visualization of word usage frequency.

Timeline

A timeline. Allows visualization of data over time.

Vega

A visualization grammar that allows the creation, sharing, and saving of interactive visualization data. For more information, visit .https://vega.github.io/

Vertical Bar

A chart that represents the variation of a categorical data over time vertically.

VisBuilder

Drag and drop tool for creating visualizations.

For an example of creating a visualization, visit the How To.

https://vega.github.io/
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XDR - Reports
On this page, you can access the reports generated by the Analyzer. All reports produced by Blockbit XDR are stored here.

In , you can look for specific reports.Search

Clicking on  will update the list of reports.Refresh

The list of reports is sorted by:

File: name of the report file.
Size: size of the report file.
Created: date and time the report file was created.

In , you can:Actions

Download the report file in .Download report
Delete the report file in .Delete report

The report will be generated in PDF.
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XDR - Endpoint Control Center
The  allows the creation and application of security policies for endpoints, by endpoint, groups, and subgroups, Blockbit XDR Endpoint Control Center
located across multiple sites, locations, departments, and geographically separated environments. The configurations include firewall rules, USB port 
control, and Bluetooth control. With this functionality, administrators can remotely manage security policies, ensuring protection and compliance on a large 
scale.

Blockbit XDR agents are capable of receiving schedules directly from the administration console, enabling the application of policies either individually or 
in bulk. This facilitates centralized and efficient management, reducing the time required to configure and distribute security rules across multiple devices.

Key Features

Creation and Application of Firewall Policies
Allows the definition of traffic filtering rules, controlling network communications on endpoints to ensure the security and integrity of the environment.

USB and Bluetooth Port Management
Enables the creation of rules to block, restrict, or allow the use of USB devices and Bluetooth connections, preventing data leakage and attacks via 
removable media.

Policy Distribution and Automation
Agents receive security policies directly from the console and can apply them automatically, ensuring fast and efficient deployment across multiple devices 
simultaneously.

The created policies are listed on the main page.

To search for a specific policy, use the search bar.
To refresh the list, click .Refresh

To create a policy, click .Create Policy ( )

To select visible fields in the list, click the .gear icon ( )

List Fields:

ID: Unique identifier of the policy.
Policy Name: Name of the policy.
Operating System: The OS where the policy will be applied.
Actions: Available actions:

Deploy Commands ( ): Apply the policy. Clicking this button will require multi-factor authentication. For more details, visit Multi-
. The requirement for MFA (Multi-Factor Authentication) when applying policies reinforces security, preventing Factor Authentication

unauthorized modifications and ensuring that only properly authenticated administrators can implement critical changes in the 
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environment.

Edit ( ): Edit the policy.

Delete ( ): Delete the policy.
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XDR - Endpoint Control Center - Create policy
Creating a Policy in Blockbit XDR

To create a policy, click the  button.Create Policy ( )

Endpoints

In the  tab, you define which endpoints the policy will apply to.Endpoints

Policy Name: Set the policy name.
Select Operating System: Choose the operating system.
Select Agents: Select the agents to apply the policy to.
Select Group: Select the group to apply the policy to.

General

In the  tab, you create policies.General

Bluetooth Policies

Here, you define policies for Bluetooth connections.
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The  switch allows all peripherals except the listed ones (default setting).Enable All ( )
Switching to  blocks all peripherals except the listed ones.Disable All

To create a policy, click  and configure:Add Policy ( )

Device Name: Enter the peripheral’s name.
Device Type: Select  (built-in) or  (removable).Internal External
Action: Choose  (permit) or  (block).Allow Deny

To delete a policy, click the .trash icon ( )

USB Policies

Here, you define policies for USB-connected peripherals.

The  switch allows all peripherals except the listed ones (default setting).Enable All ( )
Switching to  blocks all peripherals except the listed ones.Disable All

To create a policy, click  and configure:Add USB Policy ( )

Serial Number: Enter the device’s serial number.
Device Type: Enter the type of device.
Action: Choose from , , or .Allow All Devices Read-Only Access Full Block

To delete a policy, click the .trash icon ( )

Firewall Rules
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Here, you can create firewall rules.

To create a rule, click  and configure:Add Firewall Rule ( )

Domain: Select , , or .Public Domain Private Domain Domain
Source IP: Enter the source IP.
Destination IP: Enter the destination IP.
Port: Enter the port(s), separating multiple ports with commas (e.g.,  or ).1000,2000 5000-5500
Protocol: Select the protocol.
Direction: Choose  (incoming) or  (outgoing).Inbound Outbound
Action: Choose  (permit) or  (block).Allow Deny

To delete a policy, click the .trash icon ( )

Note: Firewall rules set by Blockbit XDR always take precedence over locally configured firewall rules on the endpoint, ensuring centralized and effective 
network security management.

Advanced Settings

In , you can enter direct commands.Advanced Settings

To cancel, click .Cancel ( )
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To save, click .Save Changes ( )
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XDR - Endpoints Summary
On this page, you can view available endpoints.

The first screen is a list of available agents.

To search for a specific agent, use the search bar (Search), where you can construct a query to look for agents.

In , you can reload the list.Refresh

In , you can export a .csv file with the list of agents.Export formatted

For each agent, the following characteristics are available:

Name: the name of the agent.
IP address: the agent's IP address.
Group: the group to which the agent belongs. Clicking on the group will display only the agents in that group.
Operating system: the agent's operating system.
Cluster node: the agent's location in the network.
Version: the version of the agent.
Last keep alive: the last connection check.
Status: the agent's status, which can be either active or disconnected.

Each agent has two actions:

Open summary panel for this agent ( ): Opens the agent's details.

Open configuration for this agent ( ): Opens the agent's settings.
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XDR - Endpoints Summary - Configurations
Blockbit XDR agents can be configured directly through the interface.
Settings that are not supported by the agent’s operating system will appear as disabled.

Main Settings

To access the settings, click the .eye icon ()
To export the settings as a PDF, click .Export PDF ()

Global Configuration

These settings are for internal logs:

Write internal logs in plain text: Enables logging in plain text format.
Write internal logs in JSON format: Enables logging in JSON format.

Communication

Settings related to agent communication with the manager:

Method used to encrypt communications: Defines the encryption method.
Remote configuration is enabled: Enables or disables remote configuration.
Auto-restart the agent when receiving a valid configuration from the manager: Restarts the agent automatically after receiving a valid 
configuration.
Time (in seconds) between agent check-ins to the manager: Sets the interval between agent check-ins.
Time (in seconds) before attempting to reconnect: Defines the wait time before reconnection attempts.

Configuration Profiles – Server Settings

Lists available managers for connection:

Address: Manager’s URL.
Port: Manager’s port.
Protocol: Manager’s protocol.
Maximum retries to connect: Max connection attempts.
Retry interval to connect: Time (in seconds) between connection attempts.

Anti-Flooding Settings

Parameters to prevent event flooding:

Buffer status: Displays the amount of pending data.
Queue size: Sets the max number of pending requests.
Events per second: Defines the max number of events per second.

Auditing and Policy Monitoring

Policy Monitoring

Settings related to policy monitoring:

Policy monitoring service status: Enables policy monitoring.
Scan the entire system: Enables full system scanning.
Frequency (in seconds) to run the scan: Sets scan frequency.
Check /dev path: Scans connected devices.
Check files: Scans files.
Check network interfaces: Scans network interfaces.
Check process IDs: Scans processes.
Check network ports: Scans network ports.
Check anomalous system objects: Detects anomalous objects in the system.
Check trojans: Scans for trojans.
Check UNIX audit: Checks UNIX audit logs.
Skip scan on CIFS/NFS mounts: Skips scanning CIFS/NFS files.



67

Rootkit Database Paths

Rootkit files database path: Specifies the directory for rootkit files.
Rootkit trojans database path: Specifies the directory for rootkit trojans.

Security Configuration Assessment (SCA)

Security configuration assessment status: Enables or disables SCA.
Interval: Sets the interval between scans.
Scan on start: Enables scanning at system startup.
Skip NFS: Skips scanning NFS files.
Policies: Lists security policies by name.

CIS-CAT Scanner & SCAP Check

CIS-CAT integration status: Enables or disables CIS-CAT integration.
Timeout (in seconds) for scan executions: Defines max scan duration.
Path to Java executable directory: Sets the Java directory.
Path to CIS-CAT executable directory: Sets the CIS-CAT directory.
Interval between scan executions: Sets the interval between scans.
Scan on start: Enables scanning at system startup.

System Threats & Incident Response

Osquery

Settings for Osquery, a system query tool:

Osquery integration status: Shows Osquery status (enabled/disabled).
Auto-run the Osquery daemon: Runs Osquery automatically.
Path to the Osquery executable: Defines the Osquery executable path.
Path to the Osquery results log file: Defines the log file path.
Path to the Osquery configuration file: Defines the config file path.
Use defined labels as decorators: Allows labels to modify Osquery behavior.

Inventory Data

Main Settings

Syscollector integration status: Shows Syscollector status (enabled/disabled).
Interval between system scans: Sets the interval between scans.
Scan on start: Enables scanning at system startup.

Scan Settings

Defines what is scanned:

Scan hardware info
Scan current processes
Scan operating system info
Scan installed packages
Scan network interfaces
Scan listening network ports
Scan all network ports

Active Response

Configures real-time response actions:

Active response status: Shows whether Active Response is enabled/disabled.

Commands

Configures commands for Active Response:
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Command status: Shows the status of a command.
Command name: Name of the command.
Command to execute: File to be executed.
Interval between executions: Time between executions.
Run on start: Runs the command at system startup.
Ignore command output: Ignores command results.
Ignore checksum verification: Skips checksum verification.

Log Collection

Log Files

Displays log file settings:

Log format: Defines log format.
Log location: Sets the log directory.
Only receive logs that occurred after start: Accepts logs only after startup.
Filter logs using this XPATH query: Filters logs using an XPATH query.
Redirect output to this socket: Redirects log output to a selected socket.
If the expression matches, the log will be ignored: Defines patterns for logs to ignore.
The log will only be processed if the expression matches: Defines required patterns for log processing.

Windows Event Logs

Configures Windows log processing:

Log format: Defines log format.
Channel: Defines log channel.
Query: Allows query input.
Only future events: Logs only future events.
Reconnect time: Sets reconnection interval.

Integrity Monitoring

Monitors system integrity for changes in files, attributes, and ownership.

General Settings

Integrity monitoring status: Shows whether integrity monitoring is enabled/disabled.
Interval (in seconds) to run the integrity scan: Sets scan frequency.
Time of day to run integrity scans: Defines scan time.
Day of the week to run integrity scans: Defines scan day.
Scan on start: Enables scanning at system startup.
Skip scan on CIFS/NFS mounts: Skips scanning CIFS/NFS files.
Skip scan of /dev, /sys, and /proc directories: Skips scanning system directories.
Remove old local snapshots: Deletes old snapshots.
Interval (in seconds) to check directories' SACLs: Sets directory check frequency.
Command to prevent prelinking: Defines a command to prevent prelinking.
Maximum event reporting throughput: Sets the max event reporting rate.
Process priority: Sets process priority.
Database type: Defines database type.

Monitored Directories

Lists directories being monitored.

Enable real-time monitoring
Enable auditing (who-data)
Report file changes
Perform all checksums
Check files owner, groups, permissions, size, modification time, and inodes
Recursion level
Follow symbolic links

Monitored Registry Entries

Lists monitored registry entries by  and .Entry Name Architecture (Arch)

Ignored Entries
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Lists ignored registry entries:

Path: Directory of ignored entries.
Sregex: Regex patterns to ignore.

Synchronization

Configures database synchronization settings:

Synchronization status: Shows sync status.
Maximum interval (in seconds) between syncs
Interval (in seconds) between syncs
Response timeout (in seconds)
Queue size of manager responses
Maximum message throughput
Number of threads

Files & Registry Limits

File limit status: Enables or disables file monitoring limits.
Maximum number of files to monitor: Defines the max number of monitored files/registries.
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XDR - Endpoints Summary - Summary Panel
The Blockbit XDR integrates on Windows and on Linux, enabling detailed monitoring of system activities. The solution logs critical events, Sysmon auditd 
such as process execution, file modifications, and registry changes, providing a comprehensive and forensic view of operations on the endpoint.

To facilitate threat analysis, Blockbit XDR visually presents a process tree, allowing security analysts to view the relationship between legitimate and 
suspicious processes, identify malicious execution chains, and understand the impact of events on the system.

This feature enables proactive threat detection, detailed investigation, and automated incident response, ensuring greater control over the security of the 
environment.

On the page, you can check all the information and access all the functionalities of the XDR for the Agent.

ID: Agent identifier;

Status: Agent status: There are two statuses: active and disconnected;

IP address: Agent's IP address;

Version: Agent version;

Groups: Agent groups;

Operating system: Agent's operating system;

Registration date: Date and time the agent was registered;

Last keep alive: Last connection check of the agent;

Cores: Number of processors;

Memory: Machine's memory;

Arch: Processor architecture version;

Operating system: Machine's operating system;

CPU: Processor model;

Host name: Server name;

Board serial: Machine's serial number;

Last scan: Last scan on the agent.

Events count evolution: Number of events per 30 minutes;
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General Stats: Event statistics involving the agent. They are classified by Location, Events, and Size (Bytes). You can change the measurement interval 
at the top right.

FIM: Recent events: File integrity monitoring for the agent;

SCA: Latest scans: Configuration assessment for the agent;

MITRE ATT&CK: Specific MITRE ATT&CK statistics for the agent;

PCI DSS: Specific PCI DSS statistics for the agent;

GDPR: Specific GDPR statistics for the agent;

NIST-800-53: Specific NIST-800-53 statistics for the agent;

HIPAA: Specific HIPAA statistics for the agent;

GPG13: Specific GPG13 statistics for the agent;

TSC: Specific TSC statistics for the agent;

Network interfaces: Network interfaces. Their characteristics are:

Name: Name;
MAC: Network interface address (MAC address);
State: State. It can be up (functioning) or down (not functioning);
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MTU: Maximum packet size;
Type: Network type.

Network settings: Network configurations. Their characteristics are:

Interface: Network interface;
Address: Network address. It can be standard IPv4 or IPv6;
Netmask: Network mask;
Protocol: Network protocol. It can be standard IPv4 or IPv6;
Broadcast: Broadcast domain.

Ports: Network ports. Their characteristics are:

Local port: Local port;
Local IP address: Local IP address;
Process: Executed service;
PID: Service consumption;
State: State. It can be up (functioning) or down (not functioning);
Protocol: Used protocol.

Processes: Their characteristics are:
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Name (Process Name): Displays the name of the process running on the system.

PID (Process ID): A unique identifier for the process, allowing tracking and management of its execution.

Parent PID (Parent Process ID): Indicates the process that initiated the execution of the current process. From this identifier, it is possible to 
view the process hierarchy, making it easier to analyze suspicious behaviors, such as code injection and malware execution.

VM Size (Virtual Memory Size): Represents the total amount of virtual memory allocated by the process, serving as an important indicator for 
detecting anomalous resource consumption.

Priority: Defines the execution priority of the process within the operating system, influencing its CPU allocation and resources. Processes with 
high priority may indicate critical tasks or suspicious activities.

NLWP (Number of Threads): Displays the number of threads used by the process, a relevant factor for identifying anomalous behaviors, such as 
malware creating multiple threads to evade detection.

Packages: Their characteristics are:

This section displays the complete list of applications and packages installed on the monitored endpoint. The view facilitates software auditing, detection of 
unauthorized applications, and compliance control.

Fields and their definitions:

Name: Name of the installed package or application.

Architecture: System architecture compatible with the package (e.g., x86_64 or i686).

Version: Current version of the installed application or component.

Vendor: Vendor or developer responsible for the application.

Additionally, the interface allows:

Filtering packages by name, version, or vendor using the search field.
Updating the list by clicking "Refresh."
Exporting data in a structured format by clicking "Export formatted."
Viewing across multiple pages with adjustable pagination.

This functionality is essential for maintaining full visibility over the software environment, ensuring control, traceability, and prevention against potentially 
unwanted applications.
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XDR - Endpoint Groups & Sub-groups
Group Management and Custom Policies in Blockbit XDR

Blockbit XDR allows implementation based on the organizational structure, ensuring that administrators can manage multiple sites, locations, departments, 
and geographically separated environments within a single console, without restrictions. Through segmentation by groups of endpoints and users, custom 
policies and specific rules can be applied to each organizational unit.

Organizational Structure
The solution allows the creation of Custom Groups and Subgroups:

Administrators can organize endpoints into distinct groups, reflecting the organization’s structure, such as departments, business units, branches, 
or geographic regions.
Each group can have its own individual security and monitoring configurations, ensuring appropriate protection for different usage profiles.

Centralized Management and Flexible Segmentation:

The console allows monitoring, applying policies, and taking corrective actions individually or in bulk across any group of endpoints.
Groups can be dynamic or static, providing greater flexibility to adapt to the organization's infrastructure.

Policy Application with Inheritance at Any Level:

Blockbit XDR supports policy inheritance, allowing rules defined at a higher level to be automatically applied to subgroups and associated 
endpoints.
Administrators can define global configurations for the company and allow individual units to adjust specific parameters as needed.

Group-Based Policies for Security and Monitoring:

Isolation of compromised endpoints, ensuring threat containment.
Blocking malicious processes and automated incident response.
Automatic correction of configurations altered by malware or attacks.
Definition of rules for preventing new threats and mitigating risks.

Custom Exceptions and Exclusions by Group and Subgroups:

Enabling or disabling specific protection engines for certain groups.
Exclusions by file type (MIME-Type), hash, or specific directories. Exclusions for trusted programs, digital certificates, and applications.
Defining exceptions for suspicious behavior, allowing granular control over threat response.

To create a group, click on .Add new group

Create a name for the group and click on .Save new group

To see the new groups created, click on .Refresh

By clicking on , a .csv file with information about the groups will be created.Export formatted

For each group, there are 5 actions: 

View details ( ): Displays details of the agents and files within the group. For more information, go to .View details
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Edit group configuration ( ): Opens an editor with the group’s information, allowing customization of settings, rules, and exceptions for the endpoints 
belonging to that Group or Sub-group, to enable automatic detections.

Delete ( ): Deletes the group or subgroup.

Add Sub-groups ( ): Creates a subgroup within a main group, allowing for customizations, while always inheriting the configurations of the parent 
group, ensuring standardized security.

Clone group ( ): Duplicates an existing group, copying all configurations and endpoints, ensuring standardization and efficiency in creating new 
groups.

In the bar, you can create a query to search for groups.Search 
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In , you can filter by name.name

In , you can filter by quantity.count

In , you can filter by checksum.configsum
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XDR - Endpoint Groups - Inheritance
Blockbit XDR allows the granular application and segmentation of security policies, ensuring configuration inheritance at any organizational 
level. The solution provides flexibility to define centralized rules and policies, while also enabling specific adjustments by site, location, department, or 
group of endpoints.

Based on a scalable organizational structure, the Blockbit XDR administration console allows administrators to manage multiple units without restrictions 
on the number of distinct sites or locations. In this way, security policies can be applied hierarchically, ensuring that essential configurations are inherited 
by sublevels, while custom adjustments can be implemented to meet the specific needs of each environment.

Additionally, the Blockbit XDR rule system enables intelligent event correlation, generating security alerts and allowing for the automatic execution of 
Active Response actions. The applied policies determine which events should be analyzed, when to escalate the severity of an alert, and which automated 
responses should be activated to mitigate threats in real-time.

Below, we explain how this “hierarchy” of rules works and how they can chain or overlap:

1. Rule Overlap and Chaining

Generic Rules vs. Specific Rules

A “generic rule” can detect a broad condition (for example, "Login failure"). Then, another “more specific rule” can “catch” that same event to check for 
something additional (for example, "Login failure of the user Administrator").
This chaining happens through directives like  (which checks if a previous rule with a given rule ID triggered) or  (which evaluates if <if_sid> <if_level>
the previous rule had a certain severity level).

Replacement ( ) and Continuation ( )replace continue

<replace>true</replace>: The last rule to trigger can completely replace the previous rule’s settings. This can raise the severity level, 
change the description, and even redefine the alert.
<continue>yes</continue>: Indicates that after triggering a rule, the analysis engine continues searching for other subsequent rules that 
may also apply to the same event.

Practical Effect: Hierarchy

By using , , and , we can create a "chain" of rules where events pass through multiple layers of verification.<if_sid> <replace> <continue>
A "more specific" rule inherits the event from a generic rule and adjusts the severity or description, creating a more precise final alert.
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2. File Load Order (Alphabetical) and Enumeration

Another way to understand the "hierarchy" is in the order in which the rules are read by the system. Blockbit XDR loads rule files in alphabetical order:

Therefore, native rule files are numbered (for example, 0010-, 0020-, 0100-...) to ensure a logical sequence of loading.
When creating custom files, you can name them something like  so that it is loaded after the official ones, allowing your 9999-custom_rules.xml
definitions (or overrides) to take precedence in case of conflicts.
The loading order does not override the rule chaining during analysis time; however, it defines which one "wins" if there is duplication of rule IDs or if two 
rules have the same  tag.<rule id="...">

Example configuration snippet in  (or ):ossec.conf bbxdr.conf

<ruleset>
    <!-- Default rules -->
    <rule_dir>ruleset/rules</rule_dir>
    <!-- Custom user rules -->
    <rule_dir>etc/rules</rule_dir>
</ruleset>

In this case, the content of  is read first, and then the content of . Within each folder, the reading follows the order of file ruleset/rules etc/rules
names in alphanumeric order.



79

3. How It Works in Practice

Creating Rule Files

Each  file contains  blocks with ..xml <group> <rule>
You can define , , , and other conditions to detect and correlate events.<match> <field name="..."> <if_sid>

Simplified Example:

<group name="login_failures">
    <!-- Generic Rule: Login Failure -->
    <rule id="100000" level="5">
        <match>Login failed</match>
        <description>Generic login failure</description>
    </rule>

    <!-- Specific Rule: Administrator Login Failure, replaces the generic one -->
    <rule id="100001" level="10">
        <if_sid>100000</if_sid>
        <match>administrator</match>
        <replace>true</replace>
        <description>Login failure for user administrator (critical)</description>
    </rule>
</group>

First, rule 100000 recognizes “Login failed” and generates a level 5 alert.
Then, if the same event contains “administrator,” rule 100001 triggers (chained to 100000) and replaces ( ) the previous rule, <replace>true</replace>
raising the level to 10 and changing the description.

Why Enumerate Files

If you had a file  with generic Windows rules and a  with specific rules, the file 0010-windows_rules.xml 9999-custom_rules.xml 9999-
 would be loaded last.custom_rules.xml

In the case of rule ID overrides or additional definitions, your custom file takes precedence in the final configuration of the manager.
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XDR - Endpoint Groups - View details
On this page, details of the agent and file group are shown.

There are two tabs: Agents and Files.

Agents

For each agent, the following characteristics are displayed:

ID: The identifier number of the agent.
Name: The name of the agent.
IP address: The IP address of the agent.
Operating system: The operating system of the agent.
Version: The version of the agent.
Status: The status of the agent. There are two statuses: active and disconnected.

Actions: Actions for the agent:

Go to the agent: Opens the agent's information in the Endpoint Summary.

Files

For each file, the following characteristics are displayed:

Name: The name of the file.
Checksum: The checksum of the file.

There are two actions per file:

See file content: Opens the content of the file.
Edit: Opens an editor for the file's content.
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XDR - Endpoints Groups - Active Response
Blockbit XDR Active Response is an automated incident response mechanism designed to mitigate threats in real-time by applying containment and 
remediation actions quickly and efficiently. This feature is part of the SOAR (Security Orchestration, Automation, and Response) approach, enabling 
intelligent orchestration of responses to security events. Remediation actions can be applied simultaneously across multiple systems and events, reducing 
response times and minimizing operational impacts.

Through the use of Playbooks, Active Response executes predefined automation workflows, ensuring that when a threat is detected, the system can block, 
isolate, or neutralize malicious activities automatically. These Playbooks can be customized to meet the specific needs of the organization, enabling 
everything from endpoint isolation to the revocation of compromised credentials.

With Active Response, Blockbit XDR transforms threat data into automated actions, ensuring a safer and more resilient environment against cyberattacks.

Below are some examples provided by Blockbit XDR:

Active response/EXE Associated rules (rules_id) Function

notification_remove-threat
(uses  + notification.exe r

)emove-threat.exe

87105 Displays a notification ( ), then removes (or quarantines) the notification.exe
malicious file from the endpoint ( ).remove-threat.exe

remove-threat

( )remove-threat.exe

87105 Removes or quarantines the malicious file from the endpoint.

firewall-drop

(usually uses firewall_manag
 or er.exe network_block.

)exe

2502, 5710 Blocks or “drops” connections (by IP or host) on the system’s firewall. In 
Windows, it may use  in the background.netsh.exe

rollback_windows

(calls  or rollback.bat rollb
)ack.ps1

100628 Reverts previously made changes (e.g., firewall rules, file removal), restoring the 
endpoint to its prior state.

notification_network_block

(uses  + notification.exe n
)etwork_block.exe

100628, 100616, 100200, 
100904, 100063, 100238, 
100194, 100915

Displays a notification to the user/administrator while simultaneously executing a 
network block on the endpoint (by IP, host, etc.).

network_block

( )network_block.exe

100628, 100616, 100200, 
100904, 100063, 100238, 
100194, 100915

Blocks network traffic (by IP, URL) locally on the endpoint. In some installations, 
auxiliary scripts like  may be used.netsh.exe

notification_win_security

(uses  + notification.exe w
)indows_security.exe

501, 503, 62152 Displays an alert/warning and applies security adjustments or reinforcements on 
Windows (e.g., enabling policies or checking system integrity).

windows_security

( )windows_security.exe

501, 503, 62152 Performs specific security actions on Windows (e.g., enforcing GPOs, activating 
defenses, etc.).

yara_windows

(normally calls )yara.bat

100303, 100304 Runs a local YARA scan on Windows to identify malware patterns or IOCs 
(Indicators of Compromise).

yara_linux

(equivalent in Linux)

100300, 100301 YARA scan version for Linux systems.

notification

( )notification.exe

100508 Simply generates a pop-up notification or local log alerting about the triggered 
alert (without taking additional actions).

ensure_policies 111000, 111001 Generally calls “endpoint_control” binaries or specific managers (e.g., bluetoot
, ) to check/apply hardware or security h_manager.exe usb_manager.exe

policies.

bluetooth_manager.exe (inside 
)endpoint_control

N/A (varies) Manages/disables Bluetooth connections according to security or defined 
policies.

firewall_manager.exe (inside en
)dpoint_control

N/A (varies) Manages firewall rules on the endpoint; can be triggered by the ARs “firewall-
drop” or “network_block.”
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usb_manager.exe (inside endpo
)int_control

N/A (varies) Manages/disables USB devices (storage, USB Bluetooth dongles, etc.) 
according to defined policies.

endpoint_control.exe N/A (varies) Generic application to execute endpoint control functions; can be triggered to 
check various policies (network, USB, Bluetooth).

logger.exe N/A Internal tool for logging additional information related to Active Responses or 
binary executions.

netsh.exe (native Windows) N/A Windows standard tool for manipulating network and firewall settings; may be 
used "behind" the binaries that perform blocking.

notify_screen.exe N/A Similar to , but generates a pop-up interface on the user's notification.exe
screen displaying alert messages.

restart-bbxdr.exe N/A Restarts the Blockbit XDR service/client on the endpoint (useful when forcing a 
reload of configurations).

windows_defender.exe N/A Invokes Microsoft Defender (on Windows machines) to perform scans, updates, 
or removal actions.

route-null.exe N/A Possible internal tool for inserting null routes (routing block) in the system, an 
advanced IP/traffic blocking function.

SOAR (Security Orchestration, Automation, and Response) and Active Response in Blockbit XDR are continuously evolving to ensure maximum 
endpoint security, keeping pace with changes in the cyber threat landscape.

In addition to native automated responses, custom Playbooks can be created, tailoring mitigation and remediation actions to meet the specific needs of 
each environment. This flexibility allows custom responses for different sites, organizational units, endpoint groups, and individual devices, ensuring 
intelligent and efficient orchestration of security.

With this approach, Blockbit XDR ensures that incidents are handled in an automated and contextualized manner, reducing response times and 
operational impacts.
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XDR - Security
The Blockbit XDR allows you to define who will access what. In Security, you can create users, define roles, and grant or revoke permissions.

To create and manage roles, go to ;Roles

To create and manage users, go to ;Users

To create and manage permissions, go to ;Permissions

To manage multi-factor authentication, go to ;Multi-Factor Authentication
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XDR - Security - Roles
To determine what a user accesses, you can create roles in Roles. These roles are defined by the given permissions.

Blockbit XDR supports authentication via  and  (version 2.0 or higher), enabling integration with corporate directories and single sign-on LDAP SAML
(SSO) authentication. The solution allows for synchronization of users, groups, organizational units, domains, and forests, ensuring centralized, secure, 
and efficient management, simplifying administration and access control within the organization.

LDAP: Enables centralized authentication through servers like Active Directory.
SAML: Offers single sign-on (SSO), allowing users to access multiple systems without needing to re-enter credentials.

Integrations are done via the . To integrate, please contact the Blockbit team.XDR API

Roles are classified by:

Role: name of the role;
Cluster permissions: permissions to access cluster resources;
Index permissions: permissions to access index resources;
Internal users: users with access to clusters and indexes;
Backend role: default group of permissions for a user.

You can search for a specific rule in Search. You can refine the search by selecting permissions, users, and roles.

In the Actions button, the following options are presented:

Edit: edit rule. This option is enabled when a rule is selected.
Duplicate: duplicate rule. This option is enabled when a rule is selected.
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Delete: delete rule. You can delete more than one rule.

To create a rule, click on .Create role
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XDR - Security - Create role
To create a role, first give it a name.

Next, determine what permissions this role will have when accessing the cluster.

Select the permissions and click on .Create new permission group

Then, determine what permissions this role will have when accessing the :indexes

Select the indexes.

Next, specify permissions within them.
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You can also restrict access to certain documents in the index with .Document Level Security

To do this, you need to structure a query in DSL (Domain-specific Language).

Example:

{
  "bool": {
    "must": {
      "match": {
        "genres": "Comedy"
      }
    }
  }
}

In , you can restrict access to certain fields within documents.Field Level Security

Enter the field name and select to include it among the restricted fields, or to exclude it from the restricted fields.Include Exclude 

In , you can mask certain fields. Simply enter the name of the field to be anonymized.Anonymization

In T , you define which tenants (groups of users who share access privileges) have access to certain roles.enant Permission

In , select the tenant.Tenant

Next to it, you can define the tenant's privileges:

Read and write: can read and edit information.
Read only: can only read information.
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XDR - Security - Users
Those who access and manage the XDR are users, or people who are authenticated and have permission to access the platform.

Blockbit XDR supports authentication via and (version 2.0 or higher), enabling integration with corporate directories and single sign-on  LDAP   SAML 
(SSO) authentication. The solution allows for synchronization of users, groups, organizational units, domains, and forests, ensuring centralized, secure, 
and efficient management, simplifying administration and access control within the organization.

LDAP: Enables centralized authentication through servers like Active Directory.
SAML: Offers single sign-on (SSO), allowing users to access multiple systems without needing to re-enter credentials.

Integrations are done via the . To integrate, please contact the Blockbit team. XDR API

By clicking on User, you will go to the user list.

Users are classified by:

Username: name of the user;
Backend role: default group of permissions for a user;
Attributes: characteristics of the user.

You can select more than one user by clicking on the checkboxes.

You can search for a specific user in .Search users

In the button, the following options are presented:Actions 
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Edit: edit user. This option is enabled when a user is selected.
Duplicate: duplicate user. This option is enabled when a user is selected.
Export JSON: export JSON with user data. This option is enabled when a user is selected.
Delete: delete user. You can delete more than one user.

To create a user, click on .Create user
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XDR - Security - Create User
To edit a user, follow these steps.

To create a user, first create a and a :username password

Next, define the :roles

Finally, define the :attributes

To create the user, click on .Create
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XDR - Security - Permissions
Permissions are specific actions that a specific user is authorized to take.

Permissions are classified by:

Name: name of the permission;
Type: type of the permission;
Cluster permissions: permissions to access cluster resources;
Index permissions: permissions to access index resources.

You can search for a specific permission in . You can refine the search by selecting between single permissions and action groups, and cluster and Search
index permissions.

In the button, the following options are presented:Actions 

Edit: edit permission. This option is enabled when a permission is selected.
Duplicate: duplicate permission. This option is enabled when a permission is selected.
Delete: delete permission. You can delete more than one permission.

To create an action group, click on .Create action group
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Create from blank: create an action group and select permissions manually;
Create from selection: create an action group from pre-selected permissions.   

To create an action group, give it a name and select the permissions.
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XDR - Security - Multi Factor Authentication
Multi-factor authentication is a way to enhance access security by requiring more than one factor to verify a user's identity.

In Blockbit XDR, a random token is generated for the user.

Users are listed with their respective tokens.

To generate a token, click on .Generate Token

Select a user and click on Submit. You can select more than one user.

The token will appear in the list.

To delete one or more tokens, select the users and click on .Delete Users
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XDR - Indices
In Blockbit XDR, Indices are ways to structure documents in a database to facilitate access.

By clicking on Indices, you can access:

State Management Policies
Indices
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XDR - Indices - Indices
Indices in Blockbit XDR

Indices are data tables that store and organize documents.
Documents are the basic units of data, represented in JSON format and identified by a unique ID within an index.

These documents are stored in , which are hosted on a . When you search for data in Blockbit XDR, the request interacts with multiple shards data node
shards, which can be either primary or replicated.

In Blockbit XDR, you can manage indices in the  tab.Indices

Searching for an Index

To find a specific index, use the  bar.Search
To display  (which handle continuous data), click on .data stream indices Show data stream indices

Index Classification

Indices are classified by:

Index: Name of the index
Health: Index health status – Green (good), Yellow (moderate), or Red (bad)
Status: Index state – Open or Closed
Total size: Total size of the index
Size of primaries: Size of the primary shards
Total documents: Total number of documents
Deleted documents: Number of deleted documents
Primaries: Primary shards
Replicas: Replicated shards

By clicking on an index, you can also configure it.

Index Actions

Refresh ( )button: Updates the indices 

Actions ( )button: Provides the following options:

Apply policy: Apply a policy to selected indices
Close: Close selected indices
Open: Open selected indices
Reindex: Reindex selected indices
Shrink: Compress selected indices
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Split: Split selected indices
Force merge: Merge selected indices
Download: Download selected indices
Clear cache: Clear cache
Flush: Permanently remove data
Refresh: Refresh data
Delete: Delete indices

Creating an Index

To create an index, click on  ( ).Create index
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XDR - Indices - Indices - Create index
To create an index, follow these steps:

1. Define the Index Name

In , enter the name of the index.Index name
In , you can set an alias or define a group of indices.Index alias

2. Configure Index Settings

In , define:Index Settings

Number of primary shards: Set the number of primary shards.
Number of replicas: Specify the number of replicas.
Refresh interval: Define how often the index refreshes.
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In , you can modify advanced configurations using JSON.Advanced settings

3. Configure Index Mapping

To define how a document is stored in an index, go to :Index mapping

Click  to add a data category.Add new field ( )

Enter a name and set the .Field type

To delete a field, click .Delete ( )

Click  to add a JSON object.Add new object ( )

Enter a name and define the .Field type

Click  to create an embedded category or object.+ ( )

To delete an object, click .Delete ( )

4. Create the Index

Click  to finalize the process.Create ( )
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XDR - Indices - Settings
Blockbit XDR allows you to export audit logs in .JSON format

1. Configure the Logging Server

Type Server: Logging servers supported:

Opensearch (XDR to XDR)
SysLog (XDR to SysLog)

Host: Enter the IP of the exported host.
Index: Choose the index to export.

Any listed index can be exported.
To export a category of indices, use an asterisk (*) to select everything before it.

Example:
auditlog-2025* exports all indices from 2025.
auditlog-2025.01* exports all indices from January 2025.

2. Authentication for Opensearch

If the server type is , the system will request admin credentials:Opensearch

User: The user exporting the log.
Password: The password for the exporting user.

3. Network Configuration for SysLog

If the server type is , the system will request network protocol settings:SysLog

Protocol: Supported options:
UDP (port 514)
TCP (port 601)

Port: Specify the port number.

4. Exporting Logs

Click  to save the settings.Save ( )

Click  to export the logs.Export ( )
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1.  
2.  

XDR - Indices - State Management Policies
In , you can create policies to manage indices.State Management Policies

Upon accessing this section, you will see a list of policies classified by:

Policy: Name of the policy.
Description: Policy description.
Last updated time: The last time the policy was updated.

To search for a specific policy, use the  bar.Search

To  a policy, click .edit Edit
To  a new policy, click .create Create policy

There are two ways to create a policy:

Visual editor: Use the Blockbit XDR built-in editor.
JSON editor: Create or import a JSON file with the policy configuration.
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XDR - Indices - State Management Policies - JSON editor
When selecting the , you will be directed to this page:JSON editor

Enter a name in .Policy ID

In , create or paste a JSON file with the policy definitions.Define policy

Available Actions

Click  to copy the JSON.Copy
Click  to automatically format the JSON.Auto indent
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XDR - Indices - State Management Policies - Visual editor
When selecting the , you will be directed to this page:Visual editor

Enter a name in .Policy ID

(Optional) Add a description in .Description

In , you can configure error alerts.Error notification

Enter the channel where notifications will be sent in .Channel ID

In , you can create new notification channels.Manage Channels

ISM (Index State Management) templates help automate operations, such as changing a policy state after a specific time.

To add a template, click .Add template
Enter the  (index reference ID) and set its priority.Index pattern
Click  to confirm or  to delete it.Add template Remove
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In , you define the different states an index will go through, with specific actions performed in each state.States

In , you can search for an initial state.Initial state
To create a new state, click .Add state

Enter the .State name

In , set its priority among other states.Order

Click  to include an action.Add action

Define the  for the state.Action type

Click  to define conditions for state changes.Add transition
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Specify the  and set the  for transitioning.Previous state Conditions
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XDR - Audit
Blockbit XDR allows you to generate , which track access to the cluster.audit logs

By clicking on , you can access:Audit

Overview
Settings
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XDR - Audit - Overview
The  displays the number of audit logs per day.graph

Hover over the bars for more details.
Use the  to find specific logs.search bar
Set a  using the calendar. More details in the search system.time range

To  a CSV file with audit logs, click the .download download button ( )

Below the graph, a  is displayed.list of generated logs

The  button allows you to select which categories to display.Columns
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Log Categories

@timestamp: Date and time of the log.
audit_category: Log category. Possible values:

FAILED_LOGIN
MISSING_PRIVILEGES
BAD_HEADERS
SSL_EXCEPTION
OPENSEARCH_SECURITY_INDEX_ATTEMPT
AUTHENTICATED
GRANTED_PRIVILEGES

audit_cluster_name: Name of the audited cluster.
audit_format_version: Version of the log message format.
audit_node_host_address: Node host address where the event occurred.
audit_node_host_name: Node host name where the event occurred.
audit_node_host_id: Node host ID where the event occurred.
audit_request_body: HTTP request body.
audit_request_effective_user: User whose authentication failed.
audit_request_layer: Layer that generated the request (  or ).TRANSPORT REST
audit_request_origin: Origin layer of the request (  or ).TRANSPORT REST
audit_request_privilege: Privilege required for the request.
audit_request_remote_address: IP address that initiated the request.
audit_trace_resolved_indices: Names of resolved indices affected by the request.
audit_trace_task_id: Request identification.
audit_transport_headers: Request headers.
audit_transport_request_type: Type of request.

Additional Display Options

Density button: Adjusts the density of the log list.
Full screen button: Expands the log list to full screen.
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XDR - Audit - Settings
In , you can configure audit log options.Settings

To determine where audit logs are stored, visit the designated site.

E Enable audit loggingnable audit logging in .

At you can modify settings. To do so, click .General Settings, Configure ( )

Available General Settings:

REST layer: Enable auditing of events in the REST layer.
REST disabled categories: Specify categories to be ignored in the REST layer.
Transport layer: Enable auditing of events in the Transport layer.
Transport disabled categories: Specify categories to be ignored in the Transport layer.
Bulk requests: Audit bulk requests.
Request body: Include request body in audit logs.
Resolve indices: Resolve indices in audit logs.
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Sensitive headers: Exclude sensitive headers from audit logs.
Ignored users: Define users to be ignored in audit logs.
Ignored requests: Define request patterns to be ignored in audit logs.

Compliance Settings

To modify compliance settings, click .Configure ( )

Available Compliance Settings:

Compliance logging: Enable compliance logging.
Internal config logging: Enable logging of internal security index events.
External config logging: Enable logging of external configurations.

Read Events

(Read events occur when a request does not modify a document.)

Read metadata: Enable logging of document metadata only (no document fields will be logged).
Ignored users: Define users to be ignored in audit logs.
Watched fields: List indices and fields to monitor during read events.

When adding an index, one log entry per document will be generated.

Write Events

(Write events occur when a request modifies a document.)

Read metadata: Enable logging of document metadata only (no document fields will be logged).
Log diffs: Include only differences between write events.
Ignored users: Define users to be ignored in audit logs.
Watched indices: List indices to monitor during write events.

When adding an index, one log entry per document will be generated.
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XDR - Quarantine
Suspicious files are quarantined by Blockbit XDR to prevent system damage. In the Quarantine section, you can check the suspicious files and decide 
whether to allow execution, delete them, or restore them.

To view the list of quarantined files, first select the agent.

In the search bar, you can look for a specific file. To the right of the bar, you can select the query language.

Below, quarantined processes are listed.

Processes are classified as follows:

Detection ID: the identifier assigned to the file by Blockbit XDR;
: the file name;Process name

: the file status, which can be Quarantined, Removed, Allowed (permitted in quarantine), or Restored (returned to its original location).Status

For each file, four actions are available:

View threat details ( ): opens a modal with file details, where you can manage the file.
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Restore ( ): returns the file to its original location.

: permits the file to execute within quarantine.Allow ( )

: deletes the file.Remove ( )
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XDR - Configuration Assessment
The Configuration Assessment searches for vulnerabilities in the configurations selected by the agents on the network.

At the top of the screen, the results of the check are listed:

Passed: Configurations considered satisfactory.
Failed: Configurations considered unsatisfactory.
Not applicable: Configurations that were not considered in the scan.
Score: Percentage of configurations considered satisfactory.
End scan: The time when the scan ended.

You can check the description and checksum of the agent by clicking on the informational icon.

Below, the individual checks are presented with:

ID: Check identifier.
Title: Title of the check.
Target: Target of the check.
Result: Result of the check. Clicking on the result provides more information about the test.
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By clicking on Inventory, you can view the list of agents that were tested.

Policy: Name of the agent.
Description: Description of the agent.
End scan: The time when the scan ended.
Passed: Configurations considered satisfactory.
Failed: Configurations considered unsatisfactory.
Not applicable: Configurations that were not considered in the scan.
Score: Percentage of configurations considered satisfactory.
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XDR - Malware Detection
Blockbit XDR employs a robust set of advanced techniques for the detection and mitigation of malware, ensuring continuous protection against known 
and unknown threats (Zero Day), fileless attacks, ransomware, miners, APTs (Advanced Persistent Threats), and lateral movement.

The solution operates independently, allowing detection and response to threats even without a connection to the network or the administration console.

The main approaches used include:

Continuous Endpoint and Server Monitoring:

Identification of suspicious behaviors and anomalous activities in real-time, ensuring protection against zero-day attacks.
Autonomous threat detection, even when the endpoint is offline, without the need for a connection to the cloud or administration console.

File and Process Analysis:

Use of advanced detection rules to identify malicious activities, including signatureless malware and real-time exploits.
Behavioral monitoring and analysis to identify fileless malware and RAM-based threats, which evade traditional detection methods.
Before sending an alert to the administration console, the agent examines process information locally, evaluating behavior, signatures, and 
executable characteristics.

Protection Against Zero-Day Attacks and Advanced Exploits:

Behavioral analysis to detect and block threats without relying on traditional signatures.
Active monitoring of zero-day exploits, ransomware, cryptocurrency miners, and advanced attack techniques, mitigating risks before they cause 
damage.

Integration with Threat Intelligence and Indicators of Compromise (IoCs):

Automatic event correlation with global threat databases, eliminating the need for external queries for immediate responses.
In-depth analysis of IPs, domains, file hashes, and attack patterns to predict and block emerging threats.

File Integrity Monitoring (FIM):

Continuous monitoring of modifications to critical system files, detecting suspicious changes, deletion attempts, and tampering with system logs.
Detection of ransomware and rootkit-like behaviors, ensuring the integrity of the protected environment.

Advanced Malware Detection with YARA and Heuristic Analysis:

Identification of unknown malware patterns through behavioral rules and custom signatures.
Advanced heuristic evaluation, allowing detection of emerging threats without the need for pre-existing signatures.

Multi-Engine Analysis with VirusTotal and Threat Intelligence:

Scanning files and URLs using multiple threat detection engines.
Correlation of threat intelligence to identify malicious behavior patterns and proactively mitigate risks.
Rapid incident response, automatically blocking suspicious files and processes before they can compromise the environment.

Operational Independence of the Agent:

The  agent does not rely on the administration console or the cloud to detect and respond to sophisticated threats, ensuring Blockbit XDR
autonomous and continuous protection.
Even in isolated environments, the agent can identify and block zero-day attacks, fileless malware, ransomware, miners, and lateral movement 
techniques, ensuring total protection.
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On this page, you can view alerts for anomalies that may be malware over a selected interval.

Search

The bar allows you to search for specific events. For more information, see the .Search System

Click on  to select the agent. For more information, see .Explore agent Agents

To create a report, click on . The reports are stored in .Generate report Reports

Charts

Click to expand the chart.

Click to download the data. The file can be formatted or unformatted.

Activity: A graph of anomalies detected in 30-minute intervals. Hovering over a point on the graph shows the number of events at the selected time.

Alerts: List of alerts. They can be classified according to:

Time: Time of detection.
agent.name: Name of the agent that generated the alert.
rule.description: Description of the rule that generated the alert.
rule.level: Level of the rule that generated the alert.
rule.id: Identifier of the rule that generated the alert.
count: Shows how many times the same rule and agent generated the alert.
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XDR - File Integrity Monitoring
Blockbit XDR's File Integrity Monitoring (FIM) provides continuous monitoring of files, directories, and registry keys across all volumes, local disks, 
removable devices, and volatile storage, detecting in real-time any attempts to create, modify, or delete. This ensures full visibility over suspicious 
changes, enabling automatic responses such as blocking malicious processes, restoring compromised files, and isolating the endpoint, thereby ensuring 
data integrity and operational continuity.

File Integrity Monitoring supports:

Continuous monitoring of critical files and registries.
Identification of suspicious changes.
Real-time alert generation for quick action.

Search

The bar allows you to search for specific events. For more information, see .Search System

Click on  to select the agent. For more information, see s.Explore agent Agent

To create a report, click on . The reports are stored in .Generate report Reports

In , you can view the main information of the selected agent.Dashboard

Most active users: The most active individual users. : The most used actions.Action

Add: Add a file.
Modify: Modify a file.
Delete: Delete a file.

Events: Number of events counted every 30 minutes.

Files added: Names of the last files added. 
: Names of the last files modified. Files modified

: Names of the last files deleted.Files deleted

In Inventory, you have a list of the files on the agent's endpoint.
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The following information is shown for each file:

File: Name of the file.
Last modified: Last modification.
User: File user.
User ID: User identifier.
Group: File group.
Group ID: Group identifier.
Size: File size.

Clicking on a file opens a modal with additional information and events involving the file.

Besides the details shown in the general list, the page also displays:

Inode: Information about the file's location on the network.
MD5: File checksum.
SHA1: File's 160-bit security algorithm.
SHA256: File's 256-bit security algorithm.
Permissions: File permissions.

Below are the most recent events involving the file. Clicking on an event shows the data. For more information, visit .Collected Data
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XDR - Secure Internet Gateway
The Secure Internet Gateway is a DNS black hole that protects your network from unwanted content. It works by comparing DNS queries against a 
dynamic list of malicious domains. When a query points to a domain on the list, the Secure Internet Gateway responds with a non-routable IP address.

To access the Secure Internet Gateway, you need a specific password. To avoid entering the password every time, click "Remember Me."

The Secure Internet Gateway dashboard is divided into several sections.

Total Queries

Shows the total number of network queries and the currently active clients. Clicking on it takes you to the client list.

Queries Blocked

Displays the number of blocked queries, with a clickable link to the blocked query list.

Percentage Blocked

Indicates the percentage of blocked queries, leading to the most recent blocked queries when clicked.

Domains on Adlists
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Represents the number of domains in the Adlist, which blocks unwanted domains, and links to the full domain list.

Total Queries Over Last 24 Hours

Visualizes queries over the past day in 10-minute intervals.

Client Activity Over Last 24 Hours 

Tracks client activity over the past day in 10-minute intervals. 
Query Types

 Categorizes queries by type, with hover-over percentages for each.

Upstream Servers 
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Displays the most frequently used upload servers, also with percentage details on hover.

Top Permitted Domains 

Lists the most accessed allowed domains, categorized by domain URL, number of hits, and frequency of access.

Top Blocked Domains 

Lists the most frequently blocked domains categorized by domain URL, number of hits, and frequency of access.
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Top Clients (Total)

Lists the clients with the most requests, showing client ID, number of requests, and request frequency.

Top Clients (Blocked Only)
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Lists clients with the highest number of blocked requests, also categorized by client ID, request count, and request frequency.
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XDR - Secure Internet Gateway - Groups
The Secure Internet Gateway allows the creation of client or domain groups.

With these groups, you can enable or disable DNS blocking simultaneously for all elements in the group.

To create a group, enter a name, provide a description, and click Add ( ).
To create multiple groups, enter the names separated by spaces.
To use spaces in a name, enclose the group name in quotation marks (" ").

Below, there is a list of groups.

Groups are created with DNS blocking enabled by default. Click ( ) to disable it.Enabled 

To enable it, click ( ).Disabled 

To edit the name and description, click on the or fields.Name Description 

To delete a group, click the trash icon ( ).

You can delete multiple groups simultaneously by selecting them and clicking Delete All ( ).
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To select all groups, click the dark green box ( ) when no group is selected or the + ( ) when at least one group is selected.
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XDR - Secure Internet Gateway - Groups - Adlists
An Adlist is a list of domains known for delivering advertisements. By blocking DNS queries to these domains, the advertising content on a page does not 
load.

On this page, you can add Adlists and organize them into groups.

After updating an Adlist, refresh Gravity (the blocked domains list).

To add an Adlist, enter the URL in , provide a description in , and click .Address Comment Add ( )
To enter multiple URLs, separate them with spaces.

In , you will find a list of Adlists.List of Adlists

Under , the URLs of the Adlists are listed.Address

Clicking the  and  icons provides additional information about the Adlist.( ) ( )

Adlists are enabled by default. In , click  to disable it.Status Enabled ( )

To enable it, click .Disabled ( )

To edit the description, click on the  field.Comment

In , you can assign the Adlist to a group.Group Assignment

Click the button with the group name (e.g., ) and select the group for the Adlist.Default

To delete an Adlist, click the .trash icon ( )



127

You can delete multiple Adlists simultaneously by selecting them and clicking .Delete All ( )

To select all Adlists, click the  when no Adlist is selected or the  when at least one Adlist is selected.dark green box ( ) + ( )
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XDR - Secure Internet Gateway - Groups - Clients

To add a client to the group, select it from the list of known clients and click  or press .Add ( ) Enter

A client can be identified by its  or the  it is connected to.IPv4 or IPv6 address, IP Subnet, MAC Address, hostname, interface

In , you can assign the client to a group.List of Configured Clients

Click the button with the group name (e.g., ) and select the group for the client.Default

To edit the description, click on the  field.Comment

To delete a client, click the . trash icon ( )

You can delete multiple clients simultaneously by selecting them and clicking . Delete All ( )

To select all clients, click the when no client is selected or the when at least one client is selected. dark green box ( )   + ( ) 
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XDR - Secure Internet Gateway - Groups - Domains
The Secure Internet Gateway has two domain lists:

Whitelist: A list of acceptable domains.
: A list of unacceptable domains.Blacklist

You can add a domain or a regular expression (Regular Expression or RegEx) to either list.

To add a domain, enter the URL in the  field and a description in .Domain Comment

You can add the domain as a , which will match queries to non-existent domains.Wildcard

To add a , enter the expression in the  field and a description in .RegEx Regular Expression Comment

To add to the , click .Blacklist Add to Blacklist ( )

To add to the , click .Whitelist Add to Whitelist ( )

In , you will find a list of domains or RegEx entries and their groups.List of Domains
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Under , you can change the domain record type:Type

Exact Whitelist: Adds the exact domain to the Whitelist.
: Applies the defined RegEx rule to the Whitelist.RegEx Whitelist

: Adds the exact domain to the Blacklist.Exact Blacklist
: Applies the defined RegEx rule to the Blacklist.RegEx Blacklist

You can filter records by type in the upper right corner.

Domains are added with DNS blocking enabled by default. In , click  to disable it.Status Enabled ( )

To enable it, click .Disabled ( )

To edit the description, click on the  field.Comment

In Group Assignment, you can assign the domain or RegExt to a group.

Click the button with the group name (e.g., ) and select the group for the domain or RegEx. Default

To delete a domain or RegEx, click the . trash icon ( )
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You can delete multiple domains or RegExes simultaneously by selecting them and clicking . Delete All ( )

To select all domains or RegExes, click the when no domain or RegEx is selected or the when at least one domain  dark green box ( )   + ( ) 
or RegEx is selected.
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XDR - Secure Internet Gateway - Local DNS
In this section, you can list local DNS servers. These servers resolve domains within the local network instead of using external servers.

You can add servers using domain/IP pairs or CNAME records.

DNS Records

This option lists domain/IP pairs.

To add a pair, enter the domain in  and the associated IP address in , then click .Domain IP Address Add ( )

In , you will find a list of domain/IP pairs.List of Local DNS Domains

Domain: The domain name.
IP: The IP address associated with the domain.

To delete a pair, click the .trash icon ( )

CNAME Records

This option lists alias domain and canonical domain pairs.

Example:  is an alias domain, and  is the canonical domain.blog.site.com www.site.com

http://blog.site.com
http://www.site.com
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Enter the alias domain in  and the canonical domain in .Domain Target Domain

To add, click .Add ( )

In , you will find a list of  and  pairs.List of Local CNAME Records Domain Target

Domain: The alias domain.
Target: The canonical domain.

To delete a pair, click the .trash icon ( )
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XDR - Secure Internet Gateway - Query Log
The page lists the most recent queries.

To search for a specific query, use the search bar.

You can choose how many queries are displayed per page. To show all, click .Show All

Time: Date and time of the query.
Type: Type of query. Each type retrieves different data.
Domain: The domain the query is expecting a response from.
Client: The client making the query.
Status: The state of the query, which can be  (query blocked) or  (query answered).Blocked OK
Reply: The response time and type.
Action: Possible actions.

If a query has been answered, it can be blocked and moved to the .Blacklist ( )

If a query has been blocked, it can be allowed and moved to the .Whitelist ( )
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XDR - Secure Internet Gateway - Query Log - Long Term 
Data
On these pages, you can track data over a specific time range.
To display data, select the time range in . For a custom range, choose .Select Date and Time Range Custom Range

Graphics

This page displays the number of queries over time in a graphical format.

Query Log

This page lists queries within the selected time range.

Total Queries

The total number of queries on the network.

Queries Blocked

The number of blocked queries.

Queries Blocked (Wildcard)

The number of queries blocked and redirected to a default domain.

Percentage Blocked
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The percentage of blocked queries.

The query list contains the following data:

Time: Date and time of the query.
Type: Type of query. Each type retrieves different data.
Domain: The domain the query is expecting a response from.
Client: The client making the query.
Status: The state of the query, which can be  (query blocked) or  (query answered).Blocked OK
Reply: The response time and type.
Action: Possible actions.

If a query has been answered, it can be blocked and moved to the .Blacklist ( )

If a query has been blocked, it can be allowed and moved to the .Whitelist ( )

Top Domains

This list shows the most accessed allowed domains. It is divided into:

Domain: The domain URL.
Hits: The number of accesses.
Frequency: The access frequency.

Top Blocked Domains
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This list shows the most accessed blocked domains. It is divided into:

Domain: The domain URL.
Hits: The number of accesses.
Frequency: The number of access attempts.

Top Clients (Total)

This list shows the clients with the most requests. It is divided into:

Client: The client ID.
Requests: The number of requests.
Frequency: The request frequency.

4o
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XDR - Threat Hunting
Threat Hunting in Blockbit XDR is an active search process for threats, allowing security analysts to investigate early-stage cyberattacks, suspicious 
activities, and behavioral anomalies even before alerts are triggered.

Blockbit XDR offers complete workflows for threat research and investigation, combining automation, artificial intelligence, and manual analysis. Through 
an interactive timeline, you can conduct deep forensic analyses, visualizing the entire sequence of events and processes related to the threat, from its 
origin to its final impact. This approach allows for identifying the attack's behavior, entry vectors, and compromised assets, ensuring a swift and accurate 
response.

With Blockbit XDR, you can:

Analyze unusual behaviors and anomalies in endpoints, network, and applications.
Automatically correlate events and indicators of compromise (IoCs).
Access and filter detailed logs to identify attack patterns and lateral movement.
Create and automate custom search and detection rules.
Map threats to the MITRE ATT&CK framework, enabling a strategic and effective response.

With this structured workflow, Blockbit XDR enables analysts to identify and neutralize advanced threats such as APTs (Advanced Persistent Threats), 
fileless malware, zero-day exploits, and data exfiltration attempts, reducing risks and strengthening the organization's security.

In this page, you can check ongoing threats.

Search

The bar allows you to search for specific events. For more information, see . Search System

Click on to select the agent. For more information, see s. Explore agent   Agent

To create a report, click on . The reports are stored in . Generate report  Reports

The page presents the following charts:

Top 5 rule groups: Rule groups that generated the most alerts.

Top 5 alerts: Most common alerts.

Top 10 alerts by level: Rule levels with the most alerts.

Top 10 alerts group evolution: Number of alerts per 30-minute period, separated by group.

Alerts: Number of alerts per 30 minutes.

Below is the list of alerts.
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Time: Time of the alert.
Technique(s): Techniques detected in the alert.
Tactic(s): Tactics detected in the alert.
Description: Description of the alert.
Level: Level of the violated rule.
Rule ID: Identification of the violated rule.

Clicking on each event will show the involved data. For more information, see .Collected Data
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XDR - Threat Monitor - CTI
Blockbit XDR offers the Threat Monitor - CTI, a space where you can store, organize, and visualize your threat intelligence and observations database.
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XDR - Threat Monitor - CTI - Dashboard
The first page you encounter is the Dashboard. Here, you will find key information about what is happening in your organization.

To locate any element in the platform, use the search bar.

In , you can access a list of files and elements from the knowledge base.Advanced Search ( )

In , you can search for batches of elements by entering keywords.Bulk Search ( )

In the upper right corner, there are four available actions. For more information, visit .Actions

Key Metrics

Intrusion sets: Number of intrusion sets (consistent malicious activities);
Malware: Number of malware instances;
Reports: Number of reports;
Indicators: Number of indicators.

Charts

Most active threats (last 3 months): List of the most prevalent threats in the last 3 months;
Most targeted victims (last 3 months): List of the most intensely targeted victims in the last 3 months;
Relationships created: Number of relationships created in the last 12 months, separated by month;
Most active malware (last 3 months): Most active malware in the last 3 months;
Most active vulnerabilities (last 3 months): Vulnerabilities with the most relationships in the last 3 months;
Targeted countries (last 3 months): Countries most intensely attacked in the last 3 months.

Latest Reports

The  section contains a list of the most recent reports. These reports are categorized by:Latest Reports

Type: Clicking the label redirects you to a page with information about the type of threat;
Value: The recorded value;
Author: The author of the threat report;
Date: The date of the threat report;
Labels: Tags assigned to the threat, used for classification;
Markings: Status markings assigned to the threat, used for classification;
Platform creation date: The date the threat was cataloged on the platform.

Next to this section, there is an additional chart:

Most active labels (last 3 months): The most frequently assigned labels in the last 3 months.
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XDR - Threat Monitor - CTI - Dashboard - Actions
In the upper right corner, there are four available actions:

Notifications ( )

Here, you can check system notifications.

Notifications are classified by:

Operation: The operation that generated the notification;
Message: The notification message;
Original creation date: The date of the notification;
Trigger: The trigger responsible for the notification.

Triggers ( )

Here, you can check the triggers that generate notifications.

Triggers are classified by:

Type: The type of trigger;
Name: The name of the trigger;
Notification: The notification generated by the trigger;
Triggering on: The event that activated the trigger;
Details: Additional details about the trigger.

Profiles ( )

Here, you can manage the user profile.

Profile
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Modify user details such as name, email, organization, and description.

Feedback

Provide feedback about the platform.

Specify:
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Description: A description of your feedback;
Confidence level: Enter the confidence level and the probability of being correct;
Rating: Select a rating for your experience. One face means dissatisfied, five faces mean satisfied;
Entities: Enter the involved entities;
Associated file: Upload an associated file;
Labels: Add relevant tags.

Logout

Log out of CTI.
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XDR - Threat Monitor - CTI - Analyses
On this page, threat analyses are grouped together.

To search for a result, use the search bar. You can filter searches in .Add filter

When selecting an element, the action bar appears. The following actions are available:

Update ( ): Update;

Rule rescan ( ): Rescan the rule;

Enrichment ( ): Retrieve new data;

Merge ( ): Merge data;

Add in container ( ): Add data to a container.

Reports

Here, you will find  objects, which are collections of threat descriptions focused on specific topics.Report

These objects are categorized by:

Name: Object name;
Type: Object type. Clicking the label redirects you to a page with information about the threat;
Author: Threat author;
Creators: Object creator;
Labels: Tags assigned to the threat, used for classification;
Date: Threat date;
Status: Object status;
Markings: Status markings assigned to the threat.

Groupings

Here, you will find  objects, which are ongoing threat investigations.Grouping

These objects are categorized by:

Name: Object name;
Context: Object context;
Author: Threat author;
Creators: Object creator;
Labels: Tags assigned to the threat, used for classification;
Original creation: Threat creation date;
Status: Object status;
Markings: Status markings assigned to the threat.
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Malware Analyses

Here, you will find  analyses.Malware

These analyses are categorized by:

Result name: Name of the analysis;
Product: Analysis result;
Operating system: Operating system;
Author: Analysis author;
Creators: Analysis creator;
Labels: Tags assigned to the threat, used for classification;
Submission date: Date of analysis submission;
Markings: Status markings assigned to the threat.

Notes

Notes are annotations made by CTI users.

They are categorized by:

Abstract: Summary of the note;
Type: Note type;
Author: Note author;
Creators: Note creator;
Labels: Tags assigned to the note, used for classification;
Original creation date: Note creation date;
Status: Note status;
Markings: Status markings assigned to the note.

External References

External references are knowledge bases outside the CTI.

They are categorized by:

Source name: Reference name;
External ID: Reference identifier;
URL: Reference URL;
Creators: Reference creator;
Original creation date: Reference creation date.
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XDR - Threat Monitor - CTI - Cases
Here are grouped cases that need attention. 

To search for a result, use the search bar. You can filter searches in . Add filter

When selecting an element, the action bar appears. The following actions are available:

Update ( ): Update;

Rule rescan ( ): Rescan the rule;

Enrichment ( ): Retrieve new data;

Merge ( ): Merge data;

Add in container ( ): Add data to a container.

Incident Responses

Here, incident responses are grouped together.

Name: Case name;
Priority: Case priority;
Severity: Case severity;
Assignees: Individuals responsible for the case;
Labels: Tags assigned to the case, used for classification;
Original creation: Case creation date;
Status: Case status;
Markings: Status markings assigned to the case.

Requests for Information

Here, requests for information are grouped together.

Name: Request name;
Priority: Request priority;
Severity: Request severity;
Assignees: Individuals responsible for the request;
Labels: Tags assigned to the request, used for classification;
Original creation: Request creation date;
Status: Request status;
Markings: Status markings assigned to the request.

Requests for Takedown

Here, takedown requests are grouped together.

Name: Request name;
Priority: Request priority;
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Severity: Request severity;
Assignees: Individuals responsible for the request;
Labels: Tags assigned to the request, used for classification;
Original creation: Request creation date;
Status: Request status;
Markings: Status markings assigned to the request.

Tasks

Here, assigned tasks are grouped together.

Name: Task name;
Due date: Task deadline;
Assignees: Individuals responsible for the task;
Labels: Tags assigned to the task, used for classification;
Original creation: Task creation date;
Status: Task status.

Feedbacks

Here, case evaluations are grouped together.

Name: Evaluation name;
Rating: Evaluation score;
Author: Evaluation author;
Creators: Evaluation creators;
Labels: Tags assigned to the evaluation, used for classification;
Original creation: Evaluation creation date;
Status: Evaluation status;
Markings: Status markings assigned to the evaluation.
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XDR - Threat Monitor - CTI - Observations
Here are grouped elements that needs to be observed. 

To search for a result, use the search bar. You can filter searches in . Add filter

When selecting an element, the action bar appears. The following actions are available:

Update ( ): Update;

Rule rescan ( ): Rescan the rule;

Enrichment ( ): Retrieve new data;

Merge ( ): Merge data;

Add in container ( ): Add data to a container.

Observables

Here, observable objects or immutable elements are listed.

Type: Object type;
Representation: Object ID;
Author: Object creator;
Creators: Individuals who observed the object;
Labels: Tags assigned to the object, used for classification;
Platform creation date: Date the observable was created;
Markings: Status markings assigned to the object.

Artifacts

Here, artifacts are listed, which are specific observables.

Value: Artifact value;
File name: File name;
MIME/Type: Artifact type;
File size: File size;
Author: Artifact creator;
Creators: Individuals who observed the artifact;
Labels: Tags assigned to the artifact, used for classification;
Platform creation date: Date the artifact was created;
Markings: Status markings assigned to the artifact.

Indicators

Here, indicators or detection objects are listed.

Pattern type: Search pattern type. This pattern helps identify potential threats;
Name: Object name;
Author: Object creator;
Creators: Individuals who created the object;
Labels: Tags assigned to the object, used for classification;
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Platform creation date: Date the object was created;
Markings: Status markings assigned to the object.

Infrastructures

Here, infrastructures are listed, which are resources used by a threat in its activities.

Name: Object name;
Type: Object type;
Author: Object creator;
Creators: Individuals who created the object;
Labels: Tags assigned to the object, used for classification;
Original creation date: Date the object was created;
Markings: Status markings assigned to the object.



151

XDR - Threat Monitor - CTI - Threats
This tab is part of the CTI library. Here, threat entries are listed.

Threats are divided into:

Threat actors (groups): Groups known for attacks.
Threat actors (individuals): Individuals known for attacks.
Intrusion sets: Consistent malicious activities, including technical and non-technical elements that define when, how, and why a threat acts.
Campaigns: Series of attacks occurring over a period or targeting consistent victims.

To search for a result, use the search bar. You can filter searches in .Add filter

In addition to the , each entry has a card with the following information:name, date, and labels

Known as: Alias of the threat;
Used malware: Malware used;
Targeted countries: Affected countries;
Targeted sectors: Affected sectors.

Clicking on a  will show all CTI information related to the entry.label
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XDR - Threat Monitor - CTI - Arsenal
This tab is part of the CTI library. Here, elements for an attack are listed.

To search for a result, use the search bar. You can filter searches in .Add filter

Malware

Malware refers to any piece of code designed to cause harm or gain unauthorized access to a system.

Here, malwares are listed by entry.

In addition to the , each entry has a card with the following information:name, date, and labels

Known as: Alias of the threat;
Correlated intrusion sets: Related intrusion sets;
Targeted countries: Affected countries;
Targeted sectors: Affected sectors.

Clicking on a  will show all CTI information related to the entry.label

Channels

Here, channels used by threat actors to disseminate information are listed.

Name: Channel name;
Type: Channel type;
Labels: Tags assigned to the channel, used for classification;
Original creation date: Channel creation date;
Modification date: Channel modification date.

Tools

Here, legitimate tools that can be used in attacks are listed.

Name: Tool name;
Type: Tool type;
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Labels: Tags assigned to the tool, used for classification;
Original creation date: Tool creation date;
Modification date: Tool modification date.

Vulnerabilities

Here, known vulnerabilities that can be exploited in an attack are listed.

Name: Vulnerability name;
CVSS3 - Severity: Vulnerability severity rating;
Labels: Tags assigned to the vulnerability, used for classification;
Original creation date: Vulnerability creation date;
Modification date: Vulnerability modification date;
Creators: Individuals who created the vulnerability entry.
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XDR - Threat Monitor - CTI - Techniques
This tab is part of the CTI library. Here, attack techniques are listed.

To search for a result, use the search bar. You can filter searches in .Add filter

Attack Patterns

Here, attack patterns used by a threat are listed. These patterns are based on .MITRE ATT&CK

Kill chain phase: MITRE ATT&CK phase;
ID: Identifier;
Name: Pattern name;
Labels: Tags assigned to classify the pattern;
Original creation date: Pattern creation date;
Modification date: Pattern modification date.

Additionally, the following are listed:

Narratives: Attack narratives used by threat actors;
Course of action: Actions taken to prevent or respond to an attack;
Data components: Values from a data source that can be detected;
Data sources: Data sources that can be collected.

These elements are classified by:

Name: Element name;
Labels: Tags assigned to classify the element;
Original creation date: Element creation date;
Modification date: Element modification date.
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XDR - Threat Monitor - CTI - Entities
This tab is part of the CTI library. Here, entities that may be involved in an attack are listed.

To search for a result, use the search bar. You can filter searches in .Add filter

Sectors

Here, sectors that may be targeted in an attack are listed.

They are categorized by  and a .Type Description

Events

Here, real-world events are listed.

Name: Event name;
Type: Event type;
Start date: Event start date;
End date: Event end date;
Original creation date: Event creation date.

Organizations

Here, real-world organizations are listed.

Name: Organization name;
Labels: Tags assigned to classify the organization;
Original creation date: Organization creation date;
Modification date: Organization modification date.

Systems

Here, systems and technologies are listed.

Name: System name;
Labels: Tags assigned to classify the system;
Original creation date: System creation date;
Modification date: System modification date.

Individuals

Here, individuals are listed.
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Name: Individual’s name;
Labels: Tags assigned to classify the individual;
Original creation date: Individual creation date;
Modification date: Individual modification date.
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XDR - Threat Monitor - CTI - Locations
This tab is part of the CTI library. Here, real-world locations are listed.

To search for a result, use the search bar. You can filter searches in .Add filter

Name: Location name;
Original creation date: Location creation date;
Modification date: Location modification date.

Locations are categorized as:

Regions: Large areas, such as continents;
Countries: Countries of the world;
Areas: Extensive regions, such as subnational units;
Cities: Cities of the world;
Positions: Precise locations on the globe.
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XDR - Threat Monitor - CTI - Events
All the events are grouped in this page. 

To search for a result, use the search bar. You can filter searches in . Add filter

When selecting an element, the action bar appears. The following actions are available:

Update ( ): Update;

Rule rescan ( ): Rescan the rule;

Enrichment ( ): Retrieve new data;

Merge ( ): Merge data;

Add in container ( ): Add data to a container.

Incidents

Here, incidents are listed, which are negative events occurring in the system.

Name: Incident name;
Incident type: Type of incident;
Severity: Severity of the incident;
Assignees: People responsible for the incident;
Creators: Creators of the incident report;
Labels: Labels assigned to the incident. Labels help classify the incident;
Original creation date: Incident creation date;
Status: Incident status;
Markings: Markings received by the incident. Markings help classify the incident's status.

Sightings

Here, sightings are listed, which are observable events occurring in the system. Each sighting is treated as an entity.

Qualification: Entity qualification. It can be  or ;false positive true positive
Nb.: Filtered entities;
Name: Entity name;
Entity type: Type of entity;
Entity: The observed entity;
First obs.: Date of first appearance;
Last obs.: Date of last appearance;
Confidence: Reliability of the information;
Status: Sighting status.

Observed data

Here, log extracts containing observable data are listed.

Name: Name of the observed data;
Nb.: Filtered data;
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First obs.: Date of first appearance;
Last obs.: Date of last appearance;
Author: Author of the observation;
Labels: Labels assigned to the observation. Labels help classify the observation;
Markings: Markings received by the observation. Markings help classify the observation's status.

4o
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XDR - Threat Monitor - CTI - Data
In this tab, you can consult behavior, relationships, and data ingestion.

Entities

Here, you can consult entities.

Type: Entity type;
Name: Entity name;
Author: Entity author;
Creators: Entity creator;
Labels: Labels assigned to the entity. Labels help classify the entity;
Platform creation date: Creation date;
Markings: Markings received by the entity. Markings help classify the entity's status.

Relationships

Here, relationships created between various data are listed.

Relationships are classified by:

From type: Source type;
From name: Source name;
Type: Relationship type;
To type: Destination type;
To name: Destination name;
Author: Relationship author;
Creators: Relationship creator;
Platform creation date: Creation date;
Markings: Markings received by the relationship. Markings help classify the relationship’s status.

Ingestion

In this tab, you can check data ingestion flows (streams and feeds).

Workers statistics:

Here are statistics for the connected flows:

Connected workers: Connected flows;
Queued bundles: Bundles in the queue;
Bundles processed: Processed bundles;
Read operations: Number of read operations per second;
Write operations: Number of write operations per second;
Total number of documents: Total number of documents.

Registered connectors are listed by:
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Name: Connector name;
Type: Connector type;
Automatic trigger;
Messages: Number of messages received;
Status: Connector status;
Modified: Connector modification date.

Data ingestion sources:

OpenCTI Streams: OpenCTI streams;
TAXII feeds: Feeds created using the TAXII (Trusted Automated eXchange of Intelligence Information) protocol;
TAXII streams: Streams created using the TAXII protocol;
RSS feeds: Feeds created using the RSS (Rich Site Summary) format;
CSV feeds: Feeds created using the CSV (Comma-Separated Value) format.

Import

Here, you can import files.

To import a file, click on the cloud icon ( );

To copy and paste the contents of the file, click on this icon: ( ).

Files are classified by:

Name: Object name;
Creators: Object creator;
Labels: Labels assigned to the file. Labels help classify the file;
Modification date: File modification date.

Processing

Here, you can check tasks.

In-progress tasks: Ongoing tasks;
Completed tasks: Completed tasks.

Data sharing

Here, RSS and TAXII streams and feeds are listed.

RSS
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Name: Stream name;
Description: Stream description;
Stream ID: Stream ID;
Public: Indicates whether the stream is public or not;
Status: Stream status;
Filters: Filters applied to the stream.

TAXII

Name: Stream or feed name;
Description: Stream or feed description;
Collection: Type (can be stream or feed);
Filters: Filters applied to the stream.

4o
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XDR - Threat Monitor - CTI - Trash
Here are the discarded elements.

Type: Element type;
Representation: Element ID;
Deleted by: Who deleted the element;
Deletion date: When the element was deleted;
Marking: Markings received by the element. Markings help classify the element's status.
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XDR - Threat Monitor - CTI - Settings
Here are the listed labels and markings.

To search for a result, use the search bar.

Security

Here are the entity labels.

Type: Label type;
Definition: Label definition;
Color: Label color;
Order: Label order;
Original creation: Label creation date.

To create a new label, click the  in the bottom right corner ( ).+

Determine:

Type: Label type;
Definition: Label definition;
Color: Label color;
Order: Label order.

To create, click  ( ).create

To cancel, click  ( ).cancel

Taxonomies

Here are the taxonomy labels.

Value: Label value;
Color: Label color;
Platform creation date: Label creation date.
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To create a new label, click the  in the bottom right corner ( ).+

Determine:

Value: Label value;
Color: Label color.

To create, click  ( ).create

To cancel, click  ( ).cancel

Kill chain phases

Here are the attack phase labels.

Kill chain name: MITRE ATT&CK phase name;
Phase name: Phase type;
Order: Label order;
Original creation: Label creation date.

To create a new label, click the  in the bottom right corner ( ).+

Determine:
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Kill chain name: MITRE ATT&CK phase name;
Phase name: Phase type;
Order: Label order.

To create, click  ( ).create

To cancel, click  ( ).cancel

Vocabularies

Here are listed the vocabularies.

Name: Vocabulary name;
Used in: Where it is used;
Description: Vocabulary description.

Clicking any category will take you to a list of entries.

Name: Entry name;
Used in: Where it is used;
Aliases: Other known names;
Description: Entry description;
Usages: Number of times the entry is used;
Order: Entry order.

Status templates

Here are the status labels.

Name: Status label name;
Color: Status label color;
Usages: Number of times the status label is used.

To create a new label, click the  in the bottom right corner ( ).+

Determine:

Name: Status label name;
Color: Status label color.
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To create, click  ( ).create

To cancel, click  ( ).cancel

Case templates

Here are the case labels.

Name: Label name;
Description: Label description;
Tasks: Tasks related to the label.

To create a new label, click the  in the bottom right corner ( ).+

Determine:

Name: Label name;
Description: Label description;
Tasks: Tasks related to the label.

To create, click  ( ).create

To cancel, click  ( ).cancel
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XDR - Vulnerability detection
On this page, you can check the vulnerabilities detected by the agents.

Search

The bar allows you to search for specific events. For more information, see . Search System

Click on to select the agent. For more information, see s. Explore agent   Agent

Hovering over an element will display this button: . Clicking it allows you to view data or requests. By clicking on Download CSV, you can download a CSV 
file with the data.

Vulnerabilities are classified by severity:

Critical: Critical
High: High
Medium: Medium
Low: Low

Vulnerabilities can be filtered by severity by clicking on each classification.

Below, relevant data about vulnerabilities are listed. The elements and the number of times they appear are shown. You can sort the data in ascending or 
descending order.

Top 5 vulnerabilities: The most frequently appearing vulnerabilities are shown.

Top 5 OS: The operating systems with the most vulnerabilities are shown.

Top 5 agents: The agents with the most vulnerabilities are shown.

Top 5 packages: The packages with the most vulnerabilities are shown.

There are also charts with data on vulnerabilities.

Most common vulnerability score: Shows the most common severity rating of detected vulnerabilities, ranging from 0 (low) to 10 (critical).

Most vulnerable OS families: Ranks operating system families by the number of detected vulnerabilities.

Vulnerabilities by year of publication: Shows the number of detected vulnerabilities by their year of publication and severity.
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XDR - Vulnerability detection - Inventory
Here, the vulnerabilities found on the network are listed.

Search

The bar allows you to search for specific events. For more information, see . Search System

Click on to select the agent. For more information, see s. Explore agent   Agent

In , you can reload the list.Refresh

In the header, the number of vulnerabilities is displayed.

Export formatted: You can export a .csv file with the list of agents.

Columns hidden: You can add or remove columns. The columns are based on the collected data. For more information, visit Collected Data.

Density: You can select the density of the displayed information.

Sort fields: You can reorder the fields that appear.

Full screen: You can enable full-screen mode.
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XDR - MITRE ATT&CK
You can search for and view Indicators of Compromise (IoCs) within the environment monitored by Blockbit XDR. Alerts are automatically classified 
according to MITRE ATT&CK tactics and techniques, allowing security analysts to understand the attack's progression and investigate its origin.

When an IoC is identified, Blockbit XDR enables you to create a detailed incident timeline, correlating events and showing the threat's trajectory within the 
network. This facilitates the detection of attack patterns, identification of intrusion vectors, and a rapid response to persistent threats.

On this page, you can view alerts according to the MITRE ATT&CK classification. For more information, visit the  page.MITRE ATT&CK

This section is divided into 3 tabs:

Dashboard: Graphs of events classified by MITRE ATT&CK.
Intelligence: A library with information on malicious agents, attacks, resources, techniques, and mitigations.
Framework: Allows you to view and filter alerts by tactics and techniques.

Search

The bar allows you to search for specific events. For more information, see . Search System

Click on to select the agent. For more information, see s. Explore agent   Agent

To create a report, click on . The reports are stored in . Generate report  Reports
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XDR - MITRE ATT&CK - Dashboard
In the Dashboard, you can view charts related to each type of threat cataloged in MITRE ATT&CK.

Top tactics: Lists the tactics that generated the most alerts.
Top techniques: Lists the techniques that generated the most alerts.
Alerts evolution over time: Shows alerts by type in 30-minute intervals.
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XDR - MITRE ATT&CK - Framework
Blockbit XDR provides an advanced automatic alert correlation system, grouping related events from the same attack for more efficient analysis and a 
quick incident response. The solution allows administrators to customize settings by endpoint groups, ensuring that detection and response policies are 
applied according to the criticality of each monitored environment.

On this page, you can view alerts classified by tactics and techniques. Each technique groups the related tactics.

Search

The bar allows you to search for specific events. For more information, see Search System.

By clicking on Hide techniques with no alerts, you can hide techniques without alerts.

When you hover over a technique, two buttons will appear:

Show in dashboard ( ): Creates a specific dashboard for this technique.

Inspect in security events ( ): Opens the Security Events page with specific data on the technique.

Clicking on each technique will open a list of the most recent times events in the category were detected.
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At the top, you will see the technique ID and the associated tactics.

Below are the most recent events where the technique was detected, classified by time, associated techniques, associated tactics, level, rule ID, and 
description.



174

XDR - MITRE ATT&CK - Intelligence
In Intelligence, you will find a library with information on malicious agents, attacks, resources, techniques, and mitigations.

The information is divided by topics:

Groups: Groups that carry out malicious attacks.
Mitigations: Techniques for mitigating attacks.
Software: Software used in malicious attacks.
Tactics: Objectives and strategies of malicious attacks.
Techniques: Techniques used in malicious attacks.

To search for a specific entry, use the search bar (Search in all resources).

Clicking on an entry will provide more details. There is general information (ID, name, creation and modification times, and version) and a description of the 
element. Below, there is a list of articles where the element may appear (e.g., the technique "Malicious file" appears on the page of the software 
"BLINDINGCAN").

Clicking on Access the original source will open a new tab with the relevant documentation on the  page.MITRE ATT&CK

https://attack.mitre.org/
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XDR - Security Operations
This section presents dashboards with event alerts that violate guidelines from six regulations:

(Lei Geral de Proteção de Dados)LGPD : Brazilian law that controls the privacy and use/treatment of personal data.
(Payment Card Industry Data Security Standard)PCI DSS : Data security standard for the payment card industry.

(General Data Protection Regulation)GDPR : Data protection law of the European Union.
(Health Insurance Portability and Accountability Act)HIPAA : US law that regulates the collection, use, and protection of health information.

(National Institute of Standards and Technology Special Publication 800-53)NIST 800-53 : Information security standard for US federal 
agencies.

 (Trust Service Criteria)TSC : Criteria for evaluating the adequacy of solutions to an organization's security standard.

Search

The bar allows you to search for specific events. For more information, see . Search System

Click on to select the agent. For more information, see s. Explore agent   Agent

To create a report, click on . The reports are stored in . Generate report  Reports

Dashboard

Each regulation has a specific dashboard:

LGPD
GDPR
HIPAA
NIST 800-53
PCI DSS
TSC

Controls

On this page, you can view alerts separated by requirements.

https://www.planalto.gov.br/ccivil_03/_ato2015-2018/2018/lei/l13709.htm
https://www.pcisecuritystandards.org/
https://gdpr.eu/
https://www.hhs.gov/hipaa/index.html
https://csrc.nist.gov/pubs/sp/800/53/r5/upd1/final
https://www.aicpa-cima.com/resources/download/2017-trust-services-criteria-with-revised-points-of-focus-2022
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To show only requirements with alerts, click on Hide requirements with no alerts.

Clicking on each requirement will show the subparagraphs. Clicking on each subparagraph will show the description and related alerts.

You can use the  field to filter requirements.Filter requirements

Hovering over a requirement will show a brief description and two buttons:

Show requirement in Dashboard ( ): Shows the specific requirement data in the Dashboard.

Inspect requirement in Security Events ( ): Opens a page with the requirement data in Security Events.

Clicking on the requirement will open a modal with its description.
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XDR - Security Operations - GDPR
The (General Data Protection Regulation) is the data protection law of the European Union.GDPR 

The Dashboard shows the following charts:

Last alerts: Latest alerts by article;
GDPR Requirements: Number of alerts every 30 minutes;
Top 10 agents by alerts number: Agents with the most related alerts;
Requirements by agents: Alerts related to agents divided by articles.

https://gdpr.eu/
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XDR - Security Operations - HIPAA
HIPAA (Health Insurance Portability and Accountability Act) is the U.S. law that regulates the collection, use, and protection of health information.

The Dashboard shows the following data:

Stats: Two statistics are shown:

Total alerts: Total number of HIPAA violation alerts;
Max rule level detected: Highest level of violated rule.

Requirements distribution by agent: Violations distributed by agents;
Top 10 requirements: Requirements with the most violations;
Total HIPAA by Agent: Violations by agent over time.

https://www.hhs.gov/hipaa/index.html
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XDR - Security Operations - LGPD
The (Lei Geral de Proteção de Dados) is the Brazilian law that regulates the privacy and use/processing of personal data.LGPD 

The Dashboard shows the following data:

Last alerts: Latest alerts by article;
LGPD/GDPR Requirements: Number of alerts every 30 minutes;
Top 10 agents by alerts number: Agents with the most related alerts;
Requirements by agents: Alerts related to agents divided by articles.

https://www.planalto.gov.br/ccivil_03/_ato2015-2018/2018/lei/l13709.htm
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XDR - Security Operations - NIST 800-53
The  (National Institute of Standards and Technology Special Publication 800-53) is the information security standard for U.S. federal NIST 800-53
agencies.

The Dashboard shows the following data:

Most active agents: Agents with the most alerts;
Stats: Two statistics are displayed:

Total alerts: Total number of NIST 800-53 violation alerts;
Max rule level detected: Highest level of violated rule.

Top 10 requirements: Requirements with the most violations;
Requirements distribution by agent: Violations distributed by agents.

https://csrc.nist.gov/pubs/sp/800/53/r5/upd1/final
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XDR - Security Operations - PCI DDS
The (Payment Card Industry Data Security Standard) is the data security standard for the payment card industry.PCI DSS 

The Dashboard shows the following charts:

PCI DSS Requirements: Last 24 Hours: Number of alerts every 30 minutes in the last 24 hours;
Top 10 PCI DSS Last Alerts: Requirements with the most linked alerts;
Top 10 agents by alerts number: Agents with the most linked alerts;
Last Alerts: Most recent alerts.

https://www.pcisecuritystandards.org/
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XDR - Security Operations - TSC
TSC (Trust Service Criteria) are criteria from the American Institute of Certified Public Accountants (AICPA) for evaluating the adequacy of solutions to an 
organization's security standards.

The Dashboard shows the following data:

Top 5 rule groups: Rule groups with the most violations.
Top 5 rules: Rules with the most violations.
Top 5 TSC requirements: Requirements with the most violations.

https://www.aicpa-cima.com/resources/download/2017-trust-services-criteria-with-revised-points-of-focus-2022


183

XDR - Cloud Security
Blockbit XDR can be used to monitor cloud instances.

By collecting metadata, XDR obtains information such as instance ID, region, machine type, tags, and network configurations via cloud provider APIs.

Using artificial intelligence to process this data, XDR can automatically apply policies, enabling  and .Dynamic Adjustment Active Response

If the machine changes state (e.g., tag modification, region, or resources), XDR automatically readjusts its settings. This allows for quick reactions, such as 
blocking suspicious access or activating additional protections as needed.

Blockbit XDR enhances security on the following cloud platforms:

Docker
Amazon Web Services
Google Cloud
GitHub
Azure/Microsoft 365

Integrations are performed via the XDR API. To integrate, contact the Blockbit team.
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XDR - Cloud Security - Amazon Web Services
The agents use the  to collect information such as instance ID, machine type, region, VPC, and associated tags. AWS Instance Metadata Service (IMDS)
With this data, the solution automatically adjusts security policies according to the instance profile in the .AWS cloud
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XDR - Cloud Security - Azure/Microsoft 365
The integration with the  allows the agents to identify details such as VM ID, SKU, resource group, and virtual Azure Instance Metadata Service (IMDS)
network. This way, security policies are applied according to the configuration of the .Azure environment

Panel
On this page, you can monitor cloud activities in more detail.

The bar allows you to search for specific events. For more information, check the .Search System

By clicking , you can update the report list.Refresh

By clicking the  switch, you gain access to 3 new filters:Advanced filters

Subscription: allows filtering by subscription;
User Type: allows filtering by user type. Clicking will display the profiles created under ;Users
Result Status: allows filtering by result status.

The 4 panels display lists of the most common events and their counts.

Top Users: shows the most active users;
Top Client IP Address: shows the client IPs that accessed the monitored services the most;
Top Rules: shows the most triggered security rules;
Top Operations: shows the most executed operations.

4o mini
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XDR - Cloud Security - Docker
For Docker and Kubernetes-based environments, the  access environment variables and orchestration infrastructure configurations, Blockbit XDR agents
such as container ID, namespace, labels, volume mounts, and network configurations. This allows security to be applied based on the container context, 
protecting dynamic workloads without impacting performance.
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XDR - Cloud Security - GitHub
For , the agents extract metadata from , such as runner ID, environment type (self-hosted or GitHub-CI/CD environments GitHub Actions runners
hosted), repository, branch, and triggering events. Based on this, the solution applies security measures to ensure that automated executions are 
protected from unauthorized access or security failures.

Panel
On this page, you can monitor cloud activities in more detail.

The bar allows you to search for specific events. For more information, check the .Search System

By clicking , you can update the report list.Refresh

By clicking the  switch, you gain access to 3 new filters:Advanced filters

Subscription: allows filtering by subscription;
User Type: allows filtering by user type. Clicking will display the profiles created under ;Users
Result Status: allows filtering by result status.

The 4 panels display lists of the most common events and their counts.

Actors: shows the most active users;
Organizations: shows the organizations with the most activity;
Repositories: shows the most accessed repositories;
Actions: shows the most executed actions.
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XDR - Cloud Security - Google Cloud
In GCP, the agents access the , obtaining information such as zone, project name, tags, and VM identity. This enables GCP Instance Metadata Server
dynamic security configuration, adapting to the context of the .Google Cloud infrastructure
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1.  
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b.  
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a.  
b.  
c.  

3.  
a.  

b.  
c.  
d.  

XDR - Download
Windows: ( )Link

Windows Server 2008 (all versions), 2011, 2012, 2012 R2, 2016, 2019, 2022, 2025 and up;
Windows versão 7 (all versions), 8.1, 10, 11 and up;

macOS 
Big Sur, Monterey, Ventura, Sonoma, Sequoia and up;
ARM ( )Link
AMD/Intel ( )Link

Linux
Ubuntu, Debian, Raspbian, Fedora, CentOS, Red Hat Enterprise Linux (RHEL), Rocky Linux, AlmaLinux, SUSE Linux Enterprise or 
OpenSUSE;
Public clouds, like AWS Linux, Oracle Linux, Azure Linux or Google Cloud Ubuntu Pro;
RPM ( )Link
DEB ( )Link

https://objectstorage.sa-saopaulo-1.oraclecloud.com/n/gr6qj9gbnchb/b/docs.blockbit.com/o/XDR%2FFiles%2Fblockbit-xdr-agent-win-1.0.2.msi
https://objectstorage.sa-saopaulo-1.oraclecloud.com/n/gr6qj9gbnchb/b/docs.blockbit.com/o/XDR%2FFiles%2Fblockbit-xdr-agent-macOS-1.0.2_arm64.pkg
https://objectstorage.sa-saopaulo-1.oraclecloud.com/n/gr6qj9gbnchb/b/docs.blockbit.com/o/XDR%2FFiles%2Fbbxdr-agent_1.0.2-linux_amd64.deb
https://objectstorage.sa-saopaulo-1.oraclecloud.com/n/gr6qj9gbnchb/b/docs.blockbit.com/o/XDR%2FFiles%2Fbbxdr-agent_1.0.2-linux_amd64.deb
https://objectstorage.sa-saopaulo-1.oraclecloud.com/n/gr6qj9gbnchb/b/docs.blockbit.com/o/XDR%2FFiles%2Fbbxdr-agent-1.0.2-linux_x86_64.rpm
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